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1. КОНСПЕКТ ЛЕКЦИЙ 

 

1.1 Лекция №1 (2часа)  

Тема: «Система линейных уравнений. Матрицы. Определители». 

 

1.1.1. Вопросы лекции: 

1.Понятие системы линейных уравнений. 

2.Матрицы. 

3. Определители. 

4.Вычисление определителей. 

5. Операции над матрицами. 

 

1.1.2 Краткое содержание вопросов: 

 

1. Понятие системы линейных уравнений. 

Определение. Линейными операциями над какими-либо объектами называются их сложе-

ние и умножение на число. 

Определение. Линейной комбинацией переменных называется результат применения к 

ним линейных операций, т.е. ,...2211 nn xxx    где  i числа, ix переменные. 

Определение. Линейным уравнением называется уравнение вида 

,...2211 bxaxaxa nn                                                                                   (2.1) 

 где 
ia  и b – числа, 

ix - неизвестные. 

Таким образом, в левой части линейного уравнения стоит линейная комбинация неизвест-

ных, а в правой – число. 

Определение. Линейное уравнение называется однородным, если b = 0. В противном слу-

чае уравнение называется неоднородным. 

Определение. Системой линейных уравнений (линейной системой) называется система 

вида 



















,

...

............................................

...

...

2211

22222121

11212111

mnmnmm

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa

                                                             (2.2)      

где  ija , ib - числа, jx - неизвестные, n – число неизвестных, m – число уравнений. 

Определение.Решением линейной системы (2.2) называется набор чисел 

,,...,, 00201 nxxx  которые при подстановке вместо неизвестных обращают каждое уравнение 

системы в верное равенство. 

 

2. Матрицы. 

Определение. Матрицей называется прямоугольная таблица чисел. 























mnmm

n

n

aaa

aaa

aaa

A

...

............

...

...

21

22221

11211

 

Обозначения:  А – матрица, ija  - элемент матрицы, i  номер строки, в которой стоит 

данный элемент, j  номер соответствующего столбца; m – число строк матрицы, n – 

число ее столбцов. 

Определение. Числа m и n называются размерностями матрицы. 
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Определение. Матрица называется квадратной, если m = n. Число n в этом случае называ-

ют порядком квадратной матрицы. 

Каждой квадратной матрице можно поставить в соответствие число, определяемое един-

ственным образом с использованием всех элементов матрицы. Это число называется 

определителем. 

nnnn

n

n

A

aaa

aaa

aaa

...

............

...

...

21

22221

11211

  

Определение. Транспонированием матрицы называется замена ее строк столбцами с теми 

же номерами. 

 

3. Определители. 

Определение.Определителем второго порядка называется число, полученное с помощью 

элементов квадратной матрицы 2-го порядка следующим образом: 

21122211

2221

1211
aaaa

aa

aa
 . 

При этом из произведения элементов, стоящих на так называемой главной диагонали мат-

рицы (идущей из левого верхнего в правый нижний угол) вычитается произведение эле-

ментов, находящихся на второй, или побочной, диагонали. 

Определение. Определителем третьего порядка называется число, определяемое с помо-

щью элементов квадратной матрицы 3-го порядка следующим образом: 

.322311332112312213312312322113332211

333231

232221

131211

aaaaaaaaaaaaaaaaaa

aaa

aaa

aaa

  

Замечание. Для того чтобы легче запомнить эту формулу, можно использовать так назы-

ваемое правило треугольников. Оно заключается в следующем: элементы, произведения 

которых входят в определитель со знаком «+», располагаются так: 

,

333231

232221

131211

aaa

aaa

aaa

 образуя два треугольника, симметричных относительно главной диагона-

ли. Элементы, произведения которых входят в определитель со знаком «-», располагаются 

аналогичным образом относительно побочной диагонали: .

333231

232221

131211

aaa

aaa

aaa

 

3. Вычисление определителей. 
Сформулируем и докажем основные свойства определителей 2-го и 3-го порядка (доказа-

тельство проведем для определителей 3-го порядка). 

Свойство 1. Определитель не изменяется при транспонировании, т.е. 

.

332313

322212

312111

333231

232221

131211

aaa

aaa

aaa

aaa

aaa

aaa

  

Замечание. Следующие свойства определителей будут формулироваться только для строк. 

При этом из свойства 1 следует, что теми же свойствами будут обладать и столбцы. 

Свойство 2. При умножении элементов строки определителя на некоторое число весь 

определитель умножается на это число, т.е. 
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

333231

232221

131211

aaa

aaa

kakaka

.

333231

232221

131211

aaa

aaa

aaa

k      . 

Свойство 3. Определитель, имеющий нулевую строку, равен 0.     

Свойство 4. Определитель, имеющий две равные строки, равен 0. 

Свойство 5. Определитель, две строки которого пропорциональны, равен 0. 

.0

333231

131211

131211



aaa

kakaka

aaa

 

Свойство 6. При перестановке двух строк определителя он умножается на –1. 



333231

131211

232221

aaa

aaa

aaa

.

333231

232221

131211

aaa

aaa

aaa

 

Свойство 7.  





333231

232221

332211

aaa

aaa

cbcbcb



333231

232221

321

aaa

aaa

bbb

.

333231

232221

321

aaa

aaa

ccc

 

Свойство 8. Величина определителя не изменится, если к элементам одной строки приба-

вить соответствующие элементы другой строки, умноженные на одно и то же число. 





333231

232221

231322122111

aaa

aaa

kaakaakaa

.

333231

232221

131211

aaa

aaa

aaa

 

Определение. Минором элемента определителя называется определитель, полученный из 

данного путем вычеркивания строки и столбца, в которых стоит выбранный элемент. 

Обозначение:  ija выбранный элемент определителя, ijM его минор. 

Определение.  Алгебраическим дополнением ijA элемента определителя называется его 

минор, если сумма индексов данного элемента i+j есть число четное, или число, противо-

положное минору, если i+j нечетно, т.е. .)1( ij

ji

ij MA   

 

4.  Операции над матрицами. 

Суммой двух матриц одинакового порядка называют матрицу такого же порядка, 

элементы которой равны сумме соответствующих элементов матриц.  

Аналогично, разностью двух матриц одинакового порядка называют матри-

цу такого же порядка, элементы которой равны разности соответствующих элементов 

матриц. 

Произведением матрицы  на число есть матрица того же порядка, элементы кото-

рой получены умножением соответствующих элементов матриц на это же число.  

 

 

1.2 Лекция №2 (2 часа) 

Тема: «Решение систем линейных уравнений». 

 

1.2.1 Вопросы лекции: 

1. Решение СЛУ методом Гаусса. 

2. Формулы Крамера для решения СЛУ. 
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1.2.2 Краткое содержание вопросов. 

 

1. Решение СЛУ методом Гаусса. 

Замечание. Линейная система (2.2) может иметь единственное решение, бесконечно много 

решений или не иметь ни одного решения. 

   Условия существования и количества решений линейной системы будут изучены в 

дальнейшем, а пока рассмотрим способы нахождения единственного решения системы, 

в которой число уравнений равно числу неизвестных:  



















nnnnnn

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa

...

............................................

...

...

2211

22222121

11212111

                                              (2.3) 

Пусть 011 a  (этого всегда можно добиться, поменяв уравнения местами). Разделим 

обе части первого уравнения на 11a  и вычтем полученное уравнение из каждого из осталь-

ных уравнений системы, умножив его предварительно на ,1ia  где i – номер очередного 

уравнения. Как известно, полученная при этом новая система будет равносильна исход-

ной. Коэффициенты при 1x  во всех уравнениях этой системы, начиная со второго, будут 

равны 0, т.е. система выглядит так: 



















nnnnn

nn

nn

bxaxa

bxaxa

bxaxax

~~...~
.................................

~~...~

~~...~

22

22222

112121

. 

Таким же образом можно исключить 2x  из третьего и последующих уравнений. Про-

должая эту операцию для следующих неизвестных, приведем систему к так называемому 

треугольному виду: 




















nn

nn

nn

bx

bxax

bxaxax







..........................

...

...

222

112121

.                                               (2.4) 

Здесь символами iijij baa
~

,,~   и ib  обозначены изменившиеся в результате преобразований 

числовые коэффициенты и свободные члены. 

     Из последнего уравнения системы (2.4) единственным образом определяется nx , а за-

тем последовательной подстановкой – остальные неизвестные. 

Замечание. Иногда в результате преобразований в каком-либо из уравнений обращаются в 

0 все коэффициенты и правая часть, то есть оно превращается в тождество  0=0. Исключив 

его из системы, мы уменьшим число уравнений по сравнению с числом неизвестных. Та-

кая система не может иметь единственного решения.  

Если же в процессе применения метода Гаусса какое-нибудь уравнение превратится в ра-

венство вида 0=1 (коэффициенты при неизвестных обратились в 0, а правая часть приняла 

ненулевое значение), то исходная система не имеет решения, так как подобное равенство 

является неверным при любых значениях неизвестных. 

 

 

2. Формулы Крамера для решения СЛУ. 
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Пусть нам требуется решить систему линейных алгебраических уравнений 

  

в которой число уравнений равно числу неизвестных переменных и определитель основ-

ной матрицы системы отличен от нуля, то есть, . 

Пусть  - определитель основной матрицы системы, а  - опреде-

лители матриц, которые получаются из А заменой 1-ого, 2-ого, …, n-огостолбца соответ-

ственно на столбец свободных членов: 

 

 
При таких обозначениях неизвестные переменные вычисляются по формулам метода 

Крамера как . Так находится решение системы 

линейных алгебраических уравнений методом Крамера. 

 

 

1.3 Лекция №3(2часа). 

Тема: «Прямая на плоскости» 

 

1.3.1 Вопросы лекции: 

1. Метод координат. 

1. Прямая. Способы задания. 

1. Взаимное расположение прямых на плоскости.  

 

1.3.2 Краткое содержание вопросов. 

 

1. Метод координат. 

Под системой координат на плоскости понимают 

способ, позволяющий численно описать положение точки 

плоскости. Одной из таких систем является прямоугольная 

(декартова) система координат. 

Прямоугольная система координат задается двумя 

взаимно перпендикулярными прямыми — осями, на каждой 
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из которых выбрано положительное направление и задан единичный (масштабный) отре-

зок. Единицу масштаба обычно берут одинаковой для обеих осей. Эти оси называют ося-

ми координат, точку их пересечения  О - началом координат. Одну из осей называют осью 

абсцисс (осью Ох), другую — осью ординат (осью Оу) (рис. 1).   

  На рисунках ось абсцисс обычно располагают горизонтально и направленной сле-

ва направо, а ось ординат - вертикально и направленной снизу вверх. Оси координат делят 

плоскость на четыре области — четверти (или квадранты). 

 Единичные векторы осей обозначают 𝑖 и 𝑗(| i |=| j |=1,𝑖 ⊥ 𝑗). Систему координат обо-

значают Оху, а плоскость, в которой расположена система координат, называют коорди-

натной плоскостью. 

Рассмотрим произвольную точку Μ плоскости Оху. Вектор ОМ называется радиу-

сом-вектором точки М. 

Координатами точки Μ в системе координат Оху называются координаты радиуса-

вектора OM. Если OM=(x;y), то координаты точки Μ записывают так: М(х;у), число x 

называется абсциссой точки М, у — ординатой точки Μ. 

Эти два числа x  и  y полностью определяют положение точки на плоскости, а 

именно: каждой паре чисел x и  y соответствует единственная точка М плоскости, и 

наоборот. 

 

2.Прямая. Способы задания. 

Линия на плоскости рассматривается (задается) как множество точек, обладающих 

некоторым только им присущим геометрическим свойством. Например, окружность ради-

уса R есть множество всех точек плоскости, удаленных на расстояние - R от некоторой 

фиксированной точки О (центра окружности). 

Введение на плоскости системы координат позволяет определять положение точки 

плоскости заданием двух чисел — ее координат, а положение линии на плоскости опреде-

лять с помощью уравнения (т. е. равенства, связывающего координаты точек линии). 

Уравнением линии (или кривой) на плоскости Оху называется такое уравнение 

F(x;y) = 0 с двумя переменными, которому удовлетворяют координаты  x и у  каждой точ-

ки линии и не удовлетворяют координаты любой точки, не лежащей на этой линии. 

Переменные x и у в уравнении линии называются текущими координатами точек 

линии. 

Уравнение линии позволяет изучение геометрических свойств линии заменить ис-

следованием его уравнения. 

Определение. Любая прямая на плоскости может быть задана уравнением первого 

порядка   Ах + Ву + С = 0, причем постоянные А, В не равны нулю одновременно. Это 

уравнение первого порядка называют общим уравнением прямой.  

Уравнение прямой может быть представлено в различном виде в зависимости от 

каких – либо заданных начальных условий.  

Уравнение прямой по точке и вектору нормали 

Определение. В декартовой прямоугольной системе координат вектор с компонен-

тами (А, В) перпендикулярен прямой , заданной уравнением Ах + Ву + С = 0.  

Уравнение прямой, проходящей через две точки 

Пусть в пространстве заданы две точки M 1 ( x 1 , y 1 ) и M2 ( x 2, y 2), тогда уравне-

ние прямой, проходящей через эти точки: 
𝑥−𝑥1

𝑥2−𝑥1
=

𝑦−𝑦1

𝑦2−𝑦1
. 

Если какой- либо из знаменателей равен нулю, следует приравнять нулю соответ-

ствующий числитель.  

Уравнение прямой по точке и угловому коэффициенту 

Если общее уравнение прямой Ах + Ву + С = 0 привести к виду:  

𝑦 = −
𝐴

𝐵
𝑥 
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и обозначить −
𝐴

𝐵
= 𝑘, −

𝐶

𝐵
= 𝑏, то полученное уравнение 𝑦 = 𝑘𝑥 + 𝑏 называет уравнением 

прямой с угловым коэффициентом k .  

Уравнение прямой по точке и направляющему вектору 

По аналогии с пунктом, рассматривающим уравнение прямой через вектор нормали 

можно ввести задание прямой через точку и направляющий вектор прямой.  

Определение. Каждый ненулевой вектор ( α1 , α2 ), компоненты которого удовле-

творяют условию А α1 + В α2 = 0 называется направляющим вектором прямой       Ах + Ву 

+ С = 0.  

Уравнение прямой в отрезках 

Если в общем уравнении прямой Ах + Ву + С = 0 С≠0, то, разделив на –С, получим:  

−
𝐴

𝐶
𝑥 −

𝐵

𝐶
𝑦 = 1 

или  
𝑥

𝑎
+

𝑦

𝑏
= 1, где 

𝑎 = −
𝐶

𝐴
, 𝑏 = −

𝐶

𝐵
 

Геометрический смысл коэффициентов в том, что коэффициент а является коорди-

натой точки пересечения прямой с осью Ох, а b – координатой точки пересечения прямой 

с осью Оу.  

Cледует отметить, что не каждую прямую можно представить уравнением в отрез-

ках, например, прямые, параллельные осям или проходящие через начало координат.  

 

3. Взаимное расположение прямых на плоскости.  

Определение. Если заданы две прямые y = k1 x + b1 , y = k 2x + b2 , то острый угол 

между этими прямыми будет определяться как  

   

. 

Две прямые параллельны, если k1 = k2 .  

Две прямые перпендикулярны, если k1 = -1/ k2 .  

Теорема. Прямые Ах + Ву + С = 0 и А 1 х + В1 у + С1 = 0 параллельны, когда про-

порциональны коэффициенты А1 = λА, В1 = λВ. Если еще и С1 = λС, то прямые совпада-

ют.  

Координаты точки пересечения двух прямых находятся как решение системы урав-

нений этих прямых.  

 

 

1.4 Лекция №4(2часа). 

Тема: «Кривые второго порядка» 

 

1.4.1  Вопросы лекции: 

1. Определение кривой второго порядка. 

2. Окружность. 

3. Эллипс. 

4. Гипербола. 

5. Парабола. 

 

1.4.2 Краткое содержание вопросов. 
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1. Определение кривой второго порядка. 

   Алгебраической кривой второго порядка называется кривая Г, уравнение которой в де-

картовой системе координат имеет вид: 

Аx2 + 2Вxy + Сy2 + 2Dx + 2Еy + F = 0, 

где не все коэффициенты А, В и С равны одновременно нулю. 

Если кривая Г невырожденная, то для неё найдется такая декартова прямоугольная систе-

ма координат, в которой уравнение этой кривой примет один из следующих трех видов 

(каноническое уравнение): 

 - эллипс,  

 - гипербола,  

px  - парабола. 

 

2. Окружность. 

Окружностью называется множество всех точек плоскости, равноудаленных от од-

ной точки – от центра.  

Таким образом, уравнение окружности с центром в точке  радиуса  имеет 

вид: 

. 

 

Частный случай уравнения окружности с центром в точке : . 

 

3. Эллипс. 

 Эллипс – геометрическое множество точек плоскости, сумма расстояний от которых 

до двух точек  и , называемых фокусами, есть величина постоянная 2a, большая, чем 

расстояние между фокусами 2c: . 
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Эллипс, заданный каноническим 

уравнением:  

  

симметричен относительно осей 

координат. Параметры а и b 

называются полуосями эллипса 

(большой и малой соответствен-

но), точки , , 

,  называются 

его вершинами. 

Если а>b, то фокусы находятся на 

оси ОХ на расстоянии  от центра эллипса О. 

Число  ( )  называется эксцентриситетом эллип-

са и является мерой его «сплюснутости» (при  эллипс является окружностью, а 

при  он вырождается в отрезок длиною ). 

Если а<b, то фокусы находятся на оси ОY   и , . 

 

4. Гипербола.  

Гипербола–  геометрическое множество точек плоскости, модуль разности расстоя-

ний от которых до двух точек   и  , называемых фокусами, есть величина постоянная 

2a, меньшая, чем расстояние между фокусами 2c:  . 

Гипербола, заданная канониче-

ским уравнением:  

 симметрична 

относительно осей координат. 

Она пересекает ось ОХ в точках 

 и  - верши-

нах гиперболы, и не пересекает 

оси ОY. 

Параметр а называется веще-

ственной полуосью, b – мнимой 

полуосью.  

 

Число , ( ) называется эксцентриситетом ги-

перболы. 

Прямые  называются асимптотами гиперболы. 

Гипербола, заданная каноническим уравнением:  
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 ( или ),  

  

называется сопряжённой (имеет те же асимптоты). Её фокусы расположены на оси OY. 

Она пересекает ось ОY в точках  и  - вершинах гиперболы, и не пере-

секает оси ОX. 

В этом случае параметр b называется вещественной полуосью, a – мнимой полуосью. 

Эксцентриситет вычисляется по формуле: , ( ). 

 

5. Парабола. 

Парабола – множество точек плоскости, равноудаленных от данной точки F, называ-

емой  

фокусом, и данной прямой, называемой директри-

сой: . 

Парабола, заданная указанным каноническим 

уравнением, симметрична относительно оси ОХ. 

Уравнение  задает параболу, сим-

метричную относительно оси ОY. 

Парабола  имеет фокус 

 и директрису . 

Парабола   имеет фокус 

 и директрису . 

Если р>0, то в обоих случаях ветви параболы обращены в положительную сторону соот-

ветствующей оси, а если р<0 – в отрицательную сторону. 

 

 

1.5 Лекция №5(2часа). 

Тема: «Производная». 

 

1.5.1 Вопросы лекции: 

1. Понятие производной. 

2. Геометрический, механический и биологический смыслы производной. 

3. Правила дифференцирования.  

4. Дифференциал. 

 

1.5.2 Краткое содержание вопросов: 

1. Понятие производной 

Пусть функция y = f(x) определена в промежутке X. Производной функции y = f(x) 

в точке хo называется предел 

=
. 

Если этот предел конечный, то функция f(x) называется дифференцируемой в точке 

xo; при этом она оказывается обязательно и непрерывной в этой точке. 
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Если же рассматриваемый предел равен ∞ (или -∞ ), то при условии, что функция в 

точке хo непрерывна, будем говорить, что функция f(x) имеет в точке хoбесконечную про-

изводную. 

Производная обозначается символами  

y ' ,   f ' (xo),   ,   . 

Нахождение производной называется дифференцированием функции.  

 

2. Геометрический, механический и биологический смыслы производной. 

Геометрический смысл производной состоит в том, что производная есть угловой 

коэффициент касательной к кривой y=f(x) в данной точке хo; физический смысл - в том, 

что производная от пути по времени есть мгновенная скорость движущейся точки при 

прямолинейном движении s = s(t) в момент t0; биологический смысл – в том что производ-

ная от числа особей популяции микроорганизмов 𝑁(𝑡) по времени есть скорость размно-

жения популяции. 

 

3. Правила дифференцирования. 

Если с - постоянное число, и u = u(x), v = v(x) - некоторые дифференцируемые 

функции, то справедливы следующие правила дифференцирования: 

1) (с)' = 0, (cu)' = cu'; 

2) (u+v)' = u'+v'; 

3) (uv)' = u'v+v'u; 

4) (u/v)' = (u'v-v'u)/v2; 

5) если y = f(u), u = j(x), т.е. y = f(j(x)) - сложная функция, или суперпозиция, со-

ставленная из дифференцируемых функций j и f, то , или 

; 

6) если для функции y = f(x) существует обратная дифференцируемая функция x = 

g(y), причем   ≠ 0, то . 

  

При нахождении производных пользуются таблицами производных основных эле-

ментарных функций ([2] c. 150). 

 

4. Дифференциал функции. 

Итак, график дифференцируемой функции в окрестности каждой своей точки сколь 

угодно близко приближается к графику касательной в силу равенства:  

 

где α – бесконечно малая в окрестности функция. Для приближенного вычисле-

ния значения функции f в точке x0 + Δx эту бесконечно малую функцию можно отбросить:  

 

Линейную функцию 
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называют дифференциалом функции f в точке и обозначают df. Для функции x 

производная в каждой точке равна 1, то есть  Поэтому пишут:  

 

 

Приближенное значение функции вблизи точки равно сумме ее значения в этой 

точке и дифференциала в этой же точке. Это дает возможность записать производную 

следующим образом:  

 

Часто эту запись используют, чтобы уточнить, по какой переменной дифференци-

руется функция. 

Геометрически дифференциал функции df – это приращение ординаты касательной 

к графику функции в данной точке при изменении абсциссы точки на dx. 

 

 

 

1.6 Лекция №6(2часа). 

Тема: «Неопределенный интеграл». 

 

1.6.1 Вопросы лекции: 

1. Понятие первообразной и ее свойства. 

2. Понятие неопределенного интеграла и его свойства. 

3. Основные методы интегрирования. 

 

1.6.2 Краткое содержание вопросов: 
 

1. Понятие первообразной и ее свойства. 

Определение. Функция F(x) называется первообразной для функции f(x) на интер-

вале X=(a,b) (конечном или бесконечном), если в каждой точке этого интервала f(x) явля-

ется производной для F(x), т.е. .  

Из этого определения следует, что задача нахождения первообразной обратна задаче 

дифференцирования: по заданной функции f(x ) требуется найти функцию F(x), производ-

ная которой равна f(x). Первообразная определена неоднозначно: для функции пер-

вообразными будут и функция arctg x, и функция arctg x-10: 

. Для того, чтобы описать все множество первообразных 

функции f(x), рассмотрим 

Свойства первообразной. 

1. Если функция F(x) - первообразная для функции f(x) на интервале X, 

то функция f(x) + C, где C - произвольная постоянная, тоже будет первообразной 

для f(x) на этом интервале. (Док-во: ). 

2. Если функция F(x) - некоторая первообразная для функции f(x) на 

интервале X=(a,b), то любая другая первообразная F1(x) может быть представлена 

в виде F1(x) = F(x) + C, где C - постоянная на X функция. 
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3.  Для любой первообразной F(x) выполняется равенство dF(x) = f(x) 

dx. 

Из этих свойств следует, что если F(x) - некоторая первообразная функции 

f(x) на интервале X, то всё множество первообразных функции f(x) (т.е. функций, имею-

щих производную f(x) и дифференциал f(x) dx) на этом интервале описывается выражени-

ем F(x) + C, где C - произвольная постоянная. 

 

2. Понятие неопределенного интеграла и его свойства. 

Определение. Множество первообразных функции f(x) называется неопределённым 

интегралом от этой функции и обозначается символом . 

Как следует из изложенного выше, если F(x) - некоторая первообразная функции 

f(x), то , где C - произвольная постоянная. Функцию f(x) принято 

называть подынтегральной функцией, произведение f(x) dx - подынтегральным выраже-

нием.  

   

3. Основные методы интегрирования. 

     1.     

     2.     

     3. Если то 

 

     4.  

 Замена переменных в неопределенном интеграле: 

     1.  

     2. Если - первообразная для то 

 
 Формула интегрирования по частям 

 
(u, v - дифференцируемые функции). 

Для нахождения неопределенных интегралов пользуются таблицами интегралов 

основных элементарных функций. 

 

 

1.7 Лекция №7(2 часа) 

Тема: «Определенный интеграл». 

 

1.7.1 Вопросы лекции: 

1. Понятие определенного интеграла.  

2. Свойства определенного интеграла. Формула Ньютона-Лейбница. 

3. Геометрический смысл определенного интеграла. 

 

1.7.2 Краткое содержание вопросов: 
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1. Понятие определенного интеграла.  

 

Вычисление площади криволинейной трапеции. 

 

Пусть на отрезке [a,b] (b>a) задана непрерывная функция y = f(x) , принимающая 

на этом отрезке неотрицательные значения : при . Требуется определить 

площадь S криволинейной трапеции ABCD, ограниченной снизу отрезком [a,b], слева и 

справа - прямыми x = a и x = b, сверху – функцией y = f(x). 

 

Для решения этой задачи разделим произвольным образом основание AD фигуры 

точками x0 = a, x1 ,x2 , …, xn-1 = a, xn = b на n частей [x0 ,x1], [x1 ,x2], …, [xi-1 ,xi], …, [xn-1 

,xn]; символом будем обозначать длину i-го отрезка: . На 

каждом из отрезков [xi-1 ,xi] выберем произвольную точку , найдём , вычислим 

произведение (это произведение равно площади прямоуголь-

ника Pi с основанием [xi-1 ,xi] и высотой ) и просуммируем эти произведения по всем 

прямоугольникам. Полученную сумму обозначим S ступ: 

.  

Sступ равно площади ступенчатой фигуры, образованной прямоугольниками Pi,                    

i = 1,2,…,n; на левом рисунке эта площадь заштрихована. Sступ не равна искомой площади 

S, она только даёт некоторое приближение к S. Для того, чтобы улучшить это приближе-

ние, будем увеличивать количество n отрезков таким образом, чтобы максимальная длина 

этих отрезков стремилась к нулю (на рисунке ступенчатые фигуры изображе-

ны при n = 7 (слева) и при n = 14 (справа)). При разница между 

Sступ и S будет тоже стремиться к нулю, т.е.  

 

. 

Определение определённого интеграла. 
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Пусть на отрезке [a,b] задана функция y = f(x). Разобьём отрезок [a,b] произвольным обра-

зом на n частей точками [x0 ,x1], [x1 ,x2], …, [xi-1 ,xi], …, [xn-1 ,xn]; длину i-го отрезка обо-

значим : ; максимальную из длин отрезков обозначим 

. На каждом из отрезков [xi-1 ,xi] выберем произвольную точку и соста-

вим сумму 

. 

Сумма называется интегральной суммой. Если существует (конечный) предел последо-

вательности интегральных сумм при , не зависящий ни от способа разбиения от-

резка [a,b] на части [xi-1 ,xi], ни от выбора точек , то функция f(x) называется интегри-

руемой по отрезку [a,b], а этот предел называется определённым интегралом от функции 

f(x) по отрезку [a,b] и обозначается  

.  

Функция f(x), как и в случае неопределённого интеграла, называется подынтегральной, 

числа a и b - соответственно, нижним и верхним пределами интегрирования.  

Кратко определение иногда записывают так:  

.  

В этом определении предполагается, что b>a. Для других случаев примем, тоже по 

определению:  

Если b=a, то ; если b<a, то . 

Теорема существования определённого интеграла. 

Если функция f(x) непрерывна на отрезке [a,b], то она интегрируема по этому отрезку. 

 

2. Свойства определенного интеграла. Формула Ньютона-Лейбница. 

1. Линейность. Если функции y = f(x), y = g(x) интегрируемы по отрезку [a,b] , то по этому 

отрезку интегрируема их линейная комбинация Af(x) + Bg(x) (A, B = const), 

. 

2. Аддитивность. Если y = f(x) интегрируема по отрезку [a,b] и точка c принадлежит это-

му отрезку, то  

.  

3. Интеграл от единичной функции (f(x) = 1). Если f(x) = 1, то  

.  



19 

 

4. Теорема об интегрировании неравенств. Если в любой точке выполняется не-

равенство , и функции f(x), g(x) интегрируемы по отрезку [a,b], то  

. 

Формула Ньютона-Лейбница. 

Если f(x) непрерывна на отрезке [a, b], и F(x) - некоторая первообразная функции 

, то  

.  

Формула интегрирования по частям для определённого интеграла. Если u(x), v(x) - 

непрерывно дифференцируемые функции, то  

.  

Замена переменной в определённом интеграле. Теорема. Пусть функция  

1. определена, непрерывно дифференцируема и монотонна на отрезке , 

2. , 

3. функция непрерывна на отрезке [a, b]. 

Тогда 

. 

 

3. Геометрический смысл определенного интеграла. 

Если f(x) >0 на отрезке [a,b], то равен площади криволинейной трапеции ABCD, 

ограниченной снизу отрезком [a,b], слева и справа - прямыми x = a и x = b, сверху – функ-

цией y = f(x).  

 

 

1.8 Лекция №8 (2 часа).  

Тема: «Основные понятия и теоремы теории вероятностей». 

 

1.8.1 Вопросы лекции: 

1. Основные определения. Классическое определение вероятности события.  

2. Классификация событий и их свойства. 

3. Теоремы о сумме и произведении вероятностей. 

4. Формула полной вероятности. 

 

  1.8.2 Краткое содержание вопросов: 

 

1. Основные определения. Классическое определение вероятности события.  

Классическое определение вероятности 
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(m - число благоприятных исходов опыта; n - число всех его исходов).  

 

 

2. Классификация событий и их свойства. 

Два события называются несовместными, если появление одного из них исключает 

появление другого события в одном и том же испытании. В противном случае события 

называются совместными. 

Два события называются независимыми, если появление одного из них не влияет 

на вероятность появления другого события в одном и том же испытании. В противном 

случае события называются зависимыми. 

 

3. Теоремы о сумме и произведении вероятностей. 

Теорема сложения вероятностей несовместных событий 

 
Теорема сложения вероятностей совместных событий 

 
Теорема умножения вероятностей независимых событий 

 
Теорема умножения вероятностей зависимых событий 

 

где - вероятность события B при условии, что произошло событие A. 

 

 

4. Формула полной вероятности. 

Формула полной вероятности 

 

где - полная группа гипотез, т. е. 

 

(  - достоверное событие). 

 Формула Бейеса 

 

где - полная группа гипотез.  

 

 

1.9 Лекция №9 (2 часа). 

Тема: «Повторные независимые испытания» 

. 

1.9.1 Вопросы лекции: 

1. Основные понятия. 

2. Формула Бернулли. 

3. Локальная и интегральная теоремы Муавра-Лапласа. 

4. Наиболее вероятное число появления события в испытании. 
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1.9.2 Краткое содержание вопросов: 

 

1. Основные понятия. 

Если производится несколько испытаний, причем вероятность события А в каж-

дом испытании не зависит от исходов других испытаний, то такие испытания называют 

независимыми относительно события А. 

 

2. Формула Бернулли. 

Вероятность события, состоящего в том, что при n  повторениях испытания событие 

A , которое имеет одну и ту же вероятность появления в каждом испытании, произойдет 

ровно k  раз, вычисляется по формуле 

knkknkk

nn qp
knk

n
qpCkP 




)!(!

!
)( , 

где  n  – число повторений независимых испытаний; k  – число испытаний, в которых про-

исходит событие A ; p  – вероятность появления события A  в одном испытании; q  – веро-

ятность непоявления события A  в одном испытании )1( pq  . 

 
3. Локальная и интегральная теоремы Муавра-Лапласа. 

Локальная теорема Муавра-Лапласа. Если вероятность наступления события A  в 

каждом из n  независимых испытаний постоянна и равна p , )10(  p , то вероятность то-

го, что при этом событие A  появится ровно k  раз, вычисляется по формуле 

)(
1

)( x
npq

kPn  , 

где pq 1  – вероятность ненаступления события A , 2

2

2

1
)(

x

ex





 , а 
npq

npk
x


 . 

Интегральная теорема Муавра-Лапласа.Если вероятность наступления события A  в 

каждом из n  независимых испытаний постоянна и равна p , )10(  p , то вероятность то-

го, что при этом событие A  произойдет не менее 1k  и не более 2k  раз,  вычисляется по 

формуле 

)()(),(
1221

xxkkP  , 

где 




x

dzex
z

0

2

2

2

1
)(


 – функция Лапласа, 

npq

npk
x


 1

1
, 

npq

npk
x


 2

2
. 

 

4. Наиболее вероятное число появления события в испытании. 

Пусть 0k – число появлений события A , имеющего наибольшую вероятность при n  

испытаниях, p  – вероятность появления события A , pq 1  – вероятность непоявления 

события A . Тогда верно следующее неравенство: 

pnpkqnp  0 .                                           

 

 

1.10 Лекция №10 (2 часа).  

Тема: «Дискретные случайные величины». 

 

1.10.1 Вопросы лекции: 

 

1. Определение дискретной случайной величины. Закон распределения. 

2. Многоугольник распределения. 
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3. Числовые характеристики дискретной случайной величины. 

 

1.10.2 Краткое содержание вопросов: 
 

1. Определение дискретной случайной величины. Закон распределения.  

Случайной называется величина, которая в результате испытания может принять то 

или иное числовое значение, причем заранее неизвестно, какое именно. 

Дискретной (прерывной) называют случайную величину, которая принимает от-

дельные, изолированные возможные значения с определенными вероятностями. Число 

возможных значений дискретной случайной величины может быть конечным или беско-

нечным. 

Законом распределения дискретной случайной величины называют соответствие 

между всевозможными значениями и их вероятностями. 

При табличном задании закона распределения дискретной случайной величины пер-

вая строка таблицы содержит возможные значения, а вторая – их вероятности: 

 

n

n

p

x

p

x

pp

xX

...

...

2

2

1

1

 

 

2. Многоугольник распределения. 

Многоугольником распределения дискретной случайной величины называют фи-

гуру, полученную из точек ),( ii px  и отрезков, их соединяющих. 

 
 

3. Числовые характеристики дискретной случайной величины. 

Математическим ожиданием  )(XM  дискретной случайной величины X  называ-

ется  сумма произведений каждого возможного значения этой величины на соответству-

ющую вероятность: 

ss
pxpxpxpxXM  ...)(

332211
. 

Дисперсией )(XD  дискретной случайной величины X  называется математиче-

ское ожидание квадрата разности между случайной величиной X  и ее математическим  

ожиданием: 
2))(()( XMXMXD  . 

Теорема.  Дисперсия равна разности между математическим ожиданием квадрата 

случайной величины X  и квадратом ее математического ожидания: 

 22 )()()( XMXMXD  .                                             

Средним квадратическим отклонением  )(X  дискретной случайной величины X  

называется квадратный корень из дисперсии: 

)()( XDX  . 

 

iх

iр

0
1x

4x 5x2x
3x

1р

5р

3р
4р

2р

iх
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0
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1.11 Лекция №11 (2 часа).  

Тема: «Непрерывные случайные величины. Функция распределения и плотность 

вероятности». 

 

1.11.1 Вопросы лекции: 

1. Функция распределения вероятностей случайной величины. 

2. Определение непрерывной случайной величины.  

3. Плотность распределения вероятностей. 

 

4. Числовые характеристики непрерывной случайной величины. 

 

1.11.2 Краткое содержание вопросов: 
 

1. Функция распределения вероятностей случайной величины. 

Определение. Функцией распределения называют функцию )(xF , определяющую 

вероятность того, что случайная величина X  в результате испытания примет значение, 

меньшее x , т. е. 

)()( xXPxF  . 

Иногда вместо термина «функция распределения» используют термин «интеграль-

ная функция». 

Свойства функции распределения 

 

1)  Значения функции распределения принадлежат отрезку ]1;0[ : 

1)(0  xF . 

2)  )(xF  – неубывающая функция, т. е. 

 

)()( 12 xFxF  , если 12 xx  . 

Следствие 1. Вероятность того, что случайная величина X  примет значение, заклю-

ченное в интервале );( ba , равна приращению функции распределения на этом интервале: 

)()()( aFbFbXaP  . 

Следствие 2. Вероятность того, что непрерывная случайная величина X  примет 

значение, например 1x , равна нулю: 

0)( 1  xXP . 

3) Если все возможные значения случайной величины X  принадлежат интервалу );( ba , 

то 

0)( xF  при ax  ; 

1)( xF  при bx  .   

Следствие. Справедливы следующие предельные соотношения:  

1)(lim,0)(lim 


xFxF
xx

. 

График функции распределения 

График функции распределения непрерывной случайной величины расположен в 

полосе, ограниченной прямыми 0y , 1y . При возрастании x  в интервале );( ba , в ко-

тором заключены все возможные значения случайной величины, график «поднимается 

вверх». При ax   ординаты графика равны нулю; при bx   ординаты графика равны 

единице.  
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График функции распределения дискретной случайной величины имеет ступенчатый 

вид. 

 

2. Определение непрерывной случайной величины.  

Случайной называется величина, которая в результате испытания может принять то 

или иное числовое значение, причем заранее неизвестно, какое именно. 

Дискретной (прерывной) называют случайную величину, которая принимает от-

дельные, изолированные возможные значения с определенными вероятностями. Число 

возможных значений дискретной случайной величины может быть конечным или беско-

нечным. 

Непрерывной называют случайную величину, все возможные значения которой за-

полняют некоторый конечный или бесконечный интервал. 

 

3. Плотность распределения вероятностей. 

Определение.  Плотностью распределения вероятностей непрерыв-ной случайной 

величины X  называют функцию )(xf  – первую производную от функции распределения 

)(xF : 

)()( / xFxf  . 

Часто вместо термина «плотность распределения» используют термины «плотность 

вероятностей» и «дифференциальная функция». 

Теорема. Вероятность того, что непрерывная случайная величина X  примет значе-

ние, принадлежащее интервалу );( ba , равна определенному интегралу от плотности рас-

пределения, взятому в пределах от a  до b : 



b

a

dxxfbXaP )()( . 

 

4. Числовые характеристики непрерывной случайной величины. 

Математическим ожиданием  )(XM  непрерывной  случайной величины X , воз-

можные значения которой принадлежат отрезку ];[ ba ,  называют определенный интеграл   


b

a

dxxfx )( , т.е.  


b

a

dxxfxXM )()( . 

Если возможные значения X  принадлежат всей оси Ox , то 






 dxxfxXM )()( . 

 Дисперсией )(XD  непрерывной  случайной величины X  называется математиче-

ское ожидание квадрата ее отклонения. 

 Если возможные значения X  принадлежат отрезку ];[ ba ,  то 

1 

a b х

ъ 

F(x) 



25 

 

 

b

a

dxxfXMxXD )())(()( 2
. 

Если возможные значения X  принадлежат всей оси Ox , то 






 dxxfXMxXD )())(()( 2 . 

Средним квадратическим отклонением  )(X  непрерывной  случайной  величины 

X  называется квадратный корень из дисперсии: 

)()( XDX  . 

 

 

1.12 Лекция №12 (2 часа).  

Тема: «Законы распределения случайных величин» 

 

1.12.1 Вопросы лекции: 

1. Равномерное распределение. 

2. Показательное распределение. 

3. Нормальное распределение. 

 

1.12.2 Краткое содержание вопросов: 
 

1. Равномерное распределение. 

Определение. Распределение вероятностей непрерывной случайной величины назы-

вают равномерным, если на интервале, которому принадлежат все возможные значения 

случайной величины, плотность распределения сохраняет постоянное значение. 

Функция распределения вероятности равна: 
























.,1

,,

,,0

)(

bxпри

bxaпри
ab

ax

axпри

xF  

График функции распределения )(xF  для равномерного распределения имеет вид: 

 

 
 

Плотность вероятности равномерного распределения равна: 






















.,0

,,
1

,,0

)(

bxпри

bxaпри
ab

axпри

xf  

График плотности )(xf  для равномерного распределения имеет вид: 

 

х

)(xF

0

1

а b
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Числовые характеристики равномерного распределения: 

2
)(

ba
ХМ


 , 

 
12

)(

2
ab

XD


 , 

6

)(3
)(

ab
X


 . 

 

2. Показательное распределение. 

Определение. Показательным (экспоненциальным) называют распределение вероят-

ностей непрерывной случайной величины X , которое описывается плотностью 










 ,0,

,0,0
)(

xприe

xпри
xf

x
 

где   – постоянная положительная величина. 

Функция распределения показательного закона имеет вид: 










 .0,1

,0,0
)(

xприe

xпри
xF

x
 

Вероятность попадания в заданный интервал показательно распределенной случай-

ной величины 

Вероятность попадания в интервал ),( ba  непрерывной случайной величины X , ко-

торая распределена по показательному закону, заданному функцией распределения, равна 
ba eeaFbFbXaP    )()()( . 

Числовые характеристики показательного распределения: 

Математическое ожидание показательного распределения равно обратной величине 

параметра  : 



1
)( XM . 

Дисперсия показательного распределения равна обратной величине параметра   в 

квадрате: 

2

1
)(


XD . 

Среднее квадратическое отклонение показательного распределения равно: 




1
)( X , 

т.е. математическое ожидание и среднее квадратическое отклонение показательного рас-

пределения равны между собой. 

 

3. Нормальное распределение. 

Определение. Случайная величина X  имеет нормальный закон распределения, если 

ее функция плотности вероятности имеет вид 

х

)(xf

0

ab 

1

а b
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2

2

2

)(

2

1
)( 



ax

exf




 , 

где a  – математическое ожидание,   – среднее квадратическое отклонение.  

График функции )(xf  называется кривой нормального распределения. Методами 

дифференциального исчисления можно установить, что: 

1) кривая симметрична относительно прямой ax  ; 

2) функция имеет максимум в точке 








 2

1
,a , при ax 

 2

1
)( af ; 

3) по мере удаления x  от точки a  функция убывает и при x  кривая прибли-

жается к оси Ox ; 

4) кривая выпукла при ),(   aax  и вогнута при ),(  ax  и 

),(  ax . 

График функции )(xf  имеет вид: 

 

 
 

Вероятность попадания нормально распределенной случайной величины в заданный 

интервал 

Вероятность того, что X  примет значение, принадлежащее интервалу ),(  , 








 








 











aa
XP )( , 

где 




x

dzex
z

0

2

2

2

1
)(


 – функция Лапласа. 

Вероятность отклонения нормально распределенной случайной величины от мате-

матического ожидания 

Вероятность того, что абсолютная величина отклонения нормально распределенной 

случайной величины от математического ожидания  меньше положительного числа  , 














 2)( aXP . 

Правило трех сигм. Практически достоверно, что при однократном испытании от-

клонение нормально распределенной случайной величины от ее математического ожида-

ния не превышает утроенного среднего квадратического отклонения.  

Определение.  Интервал   3;3  аа  называется диапазоном изменения нор-

мально распределенной случайной величины. 
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1.13 Лекция №13 (2 часа).  

Тема: «Основные понятия математических методов» 

 

1.13.1 Вопросы лекции: 

1. Понятие математических методов.  

2. Математические методы в биологии.  

3. Простая модель роста популяции. 

4. Модель сезонного роста 

5. Логистический рост популяции.  

 

1.13.2 Краткое содержание вопросов: 

 

1. Понятие математических методов. 

 Бурное развитие прикладной математики XVII века привело к использованию некоторы-

ми людьми математического подхода при изучении организмов и их развития. Например, 

Галилей изучал влияние увеличения размеров тела животного на размеры и прочность 

скелета, Эйлер создал математическую модель сердца. Давно было отмечено, что матема-

тические построения сравнительно простого типа достаточно точно описывают некоторые 

биологические явления (ячейка медовых сот имеет вид правильного шестиугольника, а 

раковина моллюска – вид спирали). 

В начале XX века появились первые модели по теории эпидемий, описывающий ме-

ханизм их распространения. Тогда же началось систематическое использование матема-

тики в биологии. В настоящее время благодаря ЭВМ интеграция биологии и математики 

происходит еще успешнее.  

Сейчас создано много математических моделей, описывающих биологические про-

цессы или явления. Например, простая модель роста популяции, модели «Хищник – жерт-

ва», «Кооперация видов», модель сезонного роста и т.д. 

Определение. Модель – упрощенная схема (конструкция) какого-либо процесса или 

явления. Модель биологического процесса отражает его основные биологические свой-

ства. 

Определение. Если схема или конструкция выражается в математическое форме 

(график, таблица, уравнение, система уравнений), то модель называется математической. 

Однако любая математическая модель – это абстрактное построение, которое лишь 

частично соответствует действительности.  

Значение математических моделей 

1. Математическое моделирование – средство, позволяющее достигнуть значи-

тельно большей ясности и точности, чем чисто словесными методами. 

2. Математическая модель дает частичное описание определенных аспектов ре-

альной действительности и ее справедливость целиком зависит от точности 

этого изображения. 

3. Простые модели, отражающие лишь немногие свойства реального процесса, 

важны тем, что они дают общее представление о процессе. 

4. Подставляя в основные уравнения различные значения рассматриваемых па-

раметров, можно получить конкретные решения задачи, что позволяет про-

гнозировать процесс. 

5. Аналитическая форма решений иногда позволяет выразить наблюдаемые 

биологические закономерности в виде математических теорем (например, по-

роговая теорема в теории эпидемий). 

Этапы построения математической модели 

1. выделение объекта наблюдения и ключевых биологических переменных; 

2. на основе эмпирических наблюдений установление связей и зависимостей 

между биологическими переменными; 
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3. описание существенных черт процесса в математической форме (собственно 

построение математической модели); 

4. решение с помощью математических методов; 

5. перенос результатов с математической формы в биологическую; 

6. проверка адекватности модели. 

 

2. Математические методы в биологии.  

 

Определение. Математические методы в биологии – это разделы математики и ма-

тематическая статистика, которые используются при решении биологических задач. 

Выделяют следующие математические методы: 

 дифференциальные уравнения; 

 вектора и матрицы; 

 линейное программирование; 

 теория вероятностей; 

 математическая статистика; 

 разностные уравнения; 

 теории игр и др. 

 

Область применимости математических методов 

Математические методы точны и в них используются четкие формулировки и более 

широкий набор понятий. Они применимы практически ко всем областям знания: физике, 

химии, психологии, биологии, медицине. 

В большинстве случаев биологический материал крайне изменчив, подвержен влия-

нию многочисленных факторов, для его описания требуется огромное число разнообраз-

ных данных. Поэтому раньше считали, что в биологии применить математику крайне 

сложно. В настоящее время математика достигла такого уровня, что способна учесть эти 

особенности. Так для описания биологической изменчивости применяют распределение 

вероятностей, для выявления каждого из многочисленных факторов можно применить 

факторный анализ. С помощью компьютеров можно быстро и точно обработать большое 

количество данных.  

Итак, математические методы применимы при изучении биологии. Необходимо 

только научиться правильно выбирать метод и суметь им воспользоваться. 

Например, для описания роста многочисленных популяций используются дифферен-

циальные уравнения; если численность популяции невелика, то целесообразнее применять 

разностные уравнения. В эпидемиологии часто используют матрицы. Задачи максимиза-

ции и минимизации в биологии решаются с помощью линейного программирования. В 

теории вероятностей для решения медицинских задач используются формулы Байеса. 

Теория игр используется при эксперименте с обучением или оценке риска при лечебных 

процедурах. Из математической статистики часто используют приемы первичной обра-

ботки материала, критерии статистической значимости, факторный анализ, теорию корре-

ляции. 

 

Математический метод Биологическая задача 

Дифференциальные 

уравнения 

1. Популяция большой численности, растущая в неограничен-

ном ареале и при неограниченных ресурсах; 

2. популяция большой численности, растущая в ограниченных 

условиях; 

3. внутривенное питание глюкозой 

Системы дифференци-

альных уравнений 

1. Взаимодействие популяций («Хищник – жертва», «межвидо-

вая конкуренция», «кооперация видов»); 

2. моделирование эпидемий 
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Матрицы и вектора 

1. Контакты в эпидемиологии; 

2. сосуществование бактерий; 

3. распределение активности животного; 

4. эволюция экосистемы 

Линейное программи-

рование 

1. Сосуществование видов при ограничениях; 

2. дневной рацион животного 

Теория вероятностей 

1. Проверка вакцин; 

2. определение наиболее вероятного заболевания по симптомам; 

3. подсчет клеток под микроскопом; 

Математическая стати-

стика 

1. установление зависимости между двумя и более призна-

ками; 

2. изучение распределения заболеваемости внутри вида живот-

ных разных пород или возрастов; 

Разностные уравнения 

и системы уравнений 

1. Рост популяции через определенные временные периоды;  

2. динамика численности популяции с учетом миграции; 

3. взаимодействие популяций 

 

 

3. Простая модель роста популяции. 

ДУ – один из математических методов, применяемых для описания динамики биоло-

гических систем. Они позволяют строить непрерывные модели, которые подходят для 

описания роста очень больших популяций, например, популяции бактерий или других 

микроорганизмов. 

Пусть изучается популяция микроорганизмов, которая является объектом исследова-

ния. Тогда ключевыми переменными являются время и численность данной популяции 

как функция времени. Наблюдения за объектом позволили получить информацию о ско-

рости роста популяции и ее начальном размере. Возникает вопрос: можно ли предсказать, 

каким будет размер популяции во все последующие моменты времени? Это биологиче-

ская задача. Для ее решения используем один из математических методов – ДУ. 

Введем математические обозначения: 

t время; 

 )(tpp численность популяции в момент времени t ; 


dt

dp
tp )( скорость роста популяции; 

)0(p численность популяции в начальный момент времени. 

Простая модель роста популяции  

(популяция, предоставленная сама себе) 

Представим себе популяцию, которая развивается изолированно в условиях неогра-

ниченного ареала и неограниченных ресурсов питания. Эти предположения указывают на 

то, рассматривается только модель популяции. Изменение численности в нашей модель-

ной популяции определяется только численностью самой популяции. Поэтому логично 

предположить, что скорость роста популяции будет пропорциональна размеру популяции. 

Математически это условие запишется в следующем виде: 

)(tp ~ )(tp  или )()( tpatp  , 

где a  некоторая постоянная (коэффициент пропорциональности). 

Итак, получено ДУ первого порядка с разделяющимися переменными. Его общим 

решением является класс функций вида: 
ateСtp )( , constC   

Постоянная C  легко находится при известной начальной численности популяции: 

CpeCp a   )0()0( 0 . 
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Таким образом, ateptp  )0()(  – формула экспоненциального роста.  

Если размер популяции известен еще в какой-то другой момент времени, то посто-

янную a  можно определить единственным образом, в зависимости от которой возможны 

три случая: 

1) если 0a , то численность популяции с течением времени возрастает; 

2) если 0a , то численность популяции не меняется; 

3) если 0a , то численность популяции с течением времени убывает. 

На рисунке показаны все три случая решения ДУ. 

 
Разумеется, естественные популяции не изменяют свою численность по экспоненте. 

Построенная модель показывает, как изменялся бы размер популяции, если бы она имела 

неограниченный ареал и обладала неограниченными ресурсами (т.е. если бы ее не стесня-

ли и неограниченно подкармливали). На этой тенденции основано быстрое и массовое 

производство, например, антибиотиков (т.е. культивирование плесневых грибков, выде-

ляющих пенициллин).  

 

4. Модель сезонного роста. 

ДУ первого порядка ttprtp cos)()(   можно рассматривать как простую модель 

сезонного роста. Скорость роста популяции становится попеременно то положительной, 

то отрицательной, и популяция то возрастает, то убывает. Это может вызываться такими 

сезонными факторами, как доступность пищи. 

Если )0(p начальный размер популяции, то частное решение ДУ имеет вид: 
treptp sin)0()(   

Максимальный размер популяции, равный rep )0( , достигается при 

,
2

9
,

2

5
,

2


t . Эти моменты времени можно считать серединами сезонов наибольшей 

доступности пищи (летних сезонов). Минимальный размер популяции, равный rep )0( , 

достигается при ,
2

11
,

2

7
,

2

3 
t , которые являются серединами сезонов наибольшей 

нехватки пищи (зимних сезонов). Продолжительность одного года соответствует 2  ед. 

времени. 

 

5.Логистический рост популяции. 
Модель можно изменить, если учесть внутривидовую борьбу благодаря эффекту 

скученности или усиливающейся конкуренции за доступные пищевые ресурсы. 

Пусть a коэффициент размножения популяции; b коэффициент внутривидовой 

конкуренции, который берем со знаком «минус». Уменьшение количества особей тем 

больше, чем больше число встреч между ними, т.е. пропорционально численности попу-

ляции в квадрате. Пусть ba  , т.е. с течением времени численность популяции увеличи-

вается.  

В данной модели уравнение, которому подчиняется рост популяции, имеет вид: 

)()()( 2 tpbtpatp  , 

t0

)(tp

)0(p

0a

0a

0a
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или в упрощенной форме:  

)(2 bpappbpap   

Математически получаем ДУ первого порядка с разделяющимися переменными. Ре-

шая его, приходим к виду: 

 
dt

bpap

dp

)(
 

Для вычисления интеграла, стоящего в левой части последнего равенства, предста-

вим дробь 
)(

1

bpap 
 в виде суммы двух дробей с неопределенными числителями 

bpa

B

p

A


 . Числители находим, приведя сумму дробей к общему знаменателю: 

)(

)(

)()(

)(

bpap

AbBpAa

bpap

BpAbpAa

bpap

BpbpaA

bpa

B

p

A

















  

Учитываем, что 
)(

01

)(

1

bpap

p

bpap 





. Тогда сравнивая коэффициенты при одинако-

вых степенях переменной p , получаем: 























a

b
B

a
A

AbB

Aa

1

0

1
 

Таким образом,    



dp

bpa

b
dp

apbpap

dp 1

)(
. 

Дальнейшее вычисление интегралов приводит к равенству вида: 

  Ctbpa
ba

b
p

a









 ln

1
ln

1
 

Ct
bpa

p

a



ln

1
 

Если 0p  начальный размер популяции, то постоянная интегрирования  

0

0ln
1

bpa

p

a
C


 . Подставив найденное значение и сделав некоторые преобразования, по-

лучим: 

at

at

ebpbpa

eap
p

00

0


     - уравнение логистического роста 

Процесс роста, описываемый такой функцией, называется логистическим ростом. 

При логистическом росте популяция с увеличением времени приближается к предельному 

(равновесному) размеру: 

 
b

a
e

ebpbpa

eap
tp at

at

at

tt



















:lim)(lim

00

0  

Используя данное ДУ 2bpapp  , можно показать, что функция )(tp  возрастает на 










b

a
;0 . Существует единственная  точка перегиба  при 

b

a
p

2
 . 
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1.14 Лекция №14 (2 часа)  

Тема: «Основные понятия математических методов». 

 

1.14.1 Вопросы лекции: 

1. Основные понятия. 

2. Модель межвидовой конкуренции. 

3. Модель кооперации видов. 

4. Взаимодействие «Хищник – жертва». 

5. Система логистических уравнений. 

6. Модель Вольтерра. 

 

1.14.2 Краткое содержание вопросов: 

 

1. Основные понятия. 

В естественных условиях популяции не живут изолированно. Их отношения тесно 

переплетаются и проявляются в форме симбиоза, конкуренции, паразитизма, истребления. 

Рассмотрим два вида, которые сосуществуют в одной среде. При описании роста 

популяции каждого вида необходимо учитывать эффект присутствия другого вида. Есте-

ственно допустить, что скорость роста каждой популяции будет зависеть не только от ее 

собственной численности, но и от численности другого вида. Для описания такого типа 

взаимодействия можно использовать систему дифференциальных уравнений первого по-

рядка. Например, систему  









)()()(

)()()(

2221

1211

tqatpatq

tqatpatp
 

можно рассматривать как простую модель взаимодействия двух видов, где )(),( tqtp

численности видов в момент времени t , присутствующих в данной среде.  

Возможные типы взаимодействия можно учитывать с помощью положительных и 

отрицательных знаков коэффициентов 22211211 ,,, aaaa . 

 

2. Модель межвидовой конкуренции. 

Конкуренцию за общие ресурсы можно учесть в системе дифференциальных урав-

нений с помощью отрицательных коэффициентов 2112 , aa , которые показывают, что ско-

рость роста популяции одного вида убывает по мере роста популяции другого. 

 

t0

)(tp

)0(p

b

a

b

a

2
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3. Модель кооперации видов. 

Допустим, что два вида находятся в отношении симбиоза, т.е. популяция каждого 

вида возрастает пропорционально численности другого, а уменьшение каждого вида бу-

дем считать пропорционально собственной численности. Это учитываем с помощью по-

ложительных коэффициентов 2112 , aa  и отрицательных 2211 , aa . 

 
 

4. Взаимодействие «Хищник – жертва». 

Пусть )(tp численность вида хищника, )(tq численность вида жертвы. Предполо-

жим, что скорость роста численности хищника пропорциональна как численности жертвы, 

так и своей. Скорость роста жертвы увеличивается пропорционально своей численности и 

уменьшается по мере увеличения популяции хищников. С СДУ эти предположения можно 

учесть с помощью положительных коэффициентов 221211 ,, aaa  и отрицательного 21a . 

Например, взаимодействие «хищник – жертва» описывается СДУ  









)()()(

)()()(

tqtptq

tqtptp
 

Требуется определить численности популяций во все последующие моменты време-

ни, если вначале популяции насчитывали по 1000 особей. Когда наступит вымирание ви-

да жертвы? 

Общее решение СДУ имеет вид: 











teCteСtq

teCteCtp

tt

tt

cossin)(

sincos)(

21

21
 

При начальных условиях 1000)0(,1000)0(  qp  находим частное решение, которое 

определяет численности данных популяций в любой момент времени: 











tetetq

tetetp

tt

tt

cos1000sin1000)(

sin1000cos1000)(
 

Популяция жертвы вымирает, когда 
4


t  ед. времени. Популяция хищников может 

продолжать расти за счет других ресурсов и описываться другим уравнением.  

Развитие двух популяций вплоть до исчезновения вида жертвы показано на рисунке. 

время

популяции

ьчисленност

0

100

500

5,01,0

t

)(tp

0

100

300
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5. Система логистических уравнений. 

Чтобы составить более реалистичные модели взаимодействия двух видов, использу-

ем логистические уравнения для описания каждого вида. Тогда СДУ будет выглядеть сле-

дующим образом: 









))()()(()(

))()()(()(

2221

1211

tqatpabtqtq

tqatpaatptp
 

Эта система решается только численными методами, однако, можно без общего ре-

шения численности равновесных популяций, т.е. скорость их роста равна нулю: 









))()()((0

))()()((0

2221

1211

tqatpabtq

tqatpaatp
 

Полученная система уравнений имеет несколько решений: 

1) 








0)(

0)(

tq

tp
;   2) 













22

)(

0)(

a

b
tq

tp

;    3) 













0)(

)(
11

tq

a

a
tp

 

Второе и третье решения соответствует условию, при котором один из видов выми-

рает, а другой достигает равновесного размера. 

Более интересно четвертое решение, которое дает устойчивое сосуществование этих 

видов: 









0)()(

0)()(

2221

1211

tqatpab

tqatpaa
 или 









btqatpa

atqatpa

)()(

)()(

2221

1211
 

Решая последнюю систему, находим выражения для численностей двух видов в лю-

бой момент времени: 























22122211

2111

22122211

1222

)(

)(

aaaa

aaab
tq

aaaa

abaa
tp

 

Если эти числа положительны, то они соответствуют популяциям двух видов, спо-

собных сосуществовать и сохранять постоянный размер.  

Замечание. Различные виды взаимодействий можно задать с помощью положитель-

ных и отрицательных знаков. 

 

6. Модель Вольтерра. 

Он построил свою модель взаимодействия «хищник – жертва» на основании прин-

ципа теории встреч. Этот принцип состоит в том, что положительное или отрицательное 

влияние взаимодействия популяций на скорость роста численностей пропорционально 

числу встреч между особями этих популяций, т.е. произведению их численностей. 

Для взаимодействия  «хищник – жертва» он предложил следующую СДУ: 

t

)(tp

0

1000

4



3000
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







pqcqbq

pqсpap

2

1
, 

где )(tpp   определяет численность вида хищника;  )(tqq  численность вида жертвы. 

Знак «плюс» перед коэффициентом 1с  означает, что наличие жертвы увеличивает 

прирост хищника, знак «минус» перед коэффициентом 2с  означает, что наличие хищника 

уменьшает прирост жертвы. Коэффициент b  означает естественный прирост жертвы; a  

– естественную убыль хищника. 

Найдем стационарное решение: 


























1

2

2

1

0

0

c

a
q

c

b
p

pqcqb

pqсpa
 

Можно показать, что решение СДУ 








pqcqbq

pqсpap

2

1
 удовлетворяет условию 

Ceeqp
qcpcab 

 12 , constC  , которое соответствует замкнутой кривой, содержащей 

внутри себя точку 








21

;
c

b

c

a
. Таким образом, любая траектория (кроме данной точки) 

представляет собой цикл. Это означает, что соответствующее решение периодическое. В 

рамках модели хищник и жертва могут сосуществовать сколь угодно долго, меняя свою 

численность по периодическому закону. 

 
BA : увеличивая свою численность, жертва увеличивает ресурсы питания для 

хищников, численность которых также растет. 

CB  : хищники быстрее истребляют жертв, которые не успевают пополнить свою 

популяцию. 

DC  : нехватка пищи приводит к уменьшению численности хищника. 

AD : хищников становится так мало, что жертва успевает увеличивать свою чис-

ленность. 

Замечание. Не всегда можно увеличить численность жертвы, истребляя хищников. 

Допустим, истребив часть хищников, мы из точки A  модели перешли в 1A . Тем самым 

мы перевели систему на другой цикл, где число жертв так мало (точка 1D ), что популяция 

жертв может исчезнуть. 

 

 

 

 

 

 

)(жертваq

)(хищникр

0
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)(жертваq
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1.15 Лекция №15 (2 часа)  

Тема: «Биометрия». 

 

1.15.1 Вопросы лекции: 

1. Биометрия и ее основные задачи. 

2. Генеральная совокупность. Выборка. Случайные величины.  

3. Дискретный и интервальный ряды распределения.  

4. Графическое представление данных. 

5. Выборочные числовые характеристики. 

 

1.15.2 Краткое содержание вопросов: 

 

1. Биометрия и ее основные задачи. 

Биометрия – математическая статистика в биологии. 

Биометрия – наука о статистическом анализе массовых явлений в биологии, т.е. та-

ких явлений, в массе которых обнаруживаются закономерности, не выявляемые на еди-

ничных случаях наблюдений. 

Предметом биометрии служит любой биологический объект, если проводимые над 

ним наблюдения получают количественное выражение. 

Задачи: 

1. Указать способы сбора и группировки статистических сведений, полученных в 

результате наблюдений или в результате специально поставленных экспериментов. 

2. Разработать методы анализа статистических данных в зависимости от целей ис-

следования. 

 

2. Генеральная совокупность. Выборка. Случайные величины.  

Выборочной совокупностью (выборкой) называют совокупность случайно ото-

бранных объектов.  

Генеральной (основной) совокупностью называют совокупность, объектов из кото-

рых производится выборка.  

Объемом совокупности (выборочной или генеральной) называют число объектов 

этой совокупности. Например, если из 1000 деталей отобрано для обследования 100 дета-

лей, то объем генеральной совокупности N = 1000, а объем выборки n =100. Число объек-

тов генеральной совокупности N значительно превосходит объем выборки n .  

При составлении выборки можно поступать двумя способами: после того как объ-

ект отобран и над ним произведено наблюдение, он может быть возвращен либо не воз-

вращен в генеральную совокупность. В соответствии со сказанным выборки подразделяют 

на повторные и бесповторные. 

Повторной называют выборку, при которой отобранный объект (перед отбором 

следующего) возвращается в генеральную совокупность.  

Бесповторной называют выборку, при которой отобранный объект в генеральную 

совокупность не возвращается.  

На практике обычно пользуются бесповторным случайным отбором.  

 

3. Дискретный и интервальный ряды распределения.  

Способы группировки статистических данных: 

1. Дискретный вариационный ряд 

2. Интервальный вариационный ряд 

Обычно полученные наблюдаемые данные представляют собой множество распо-

ложенных в беспорядке чисел. Просматривая это множество чисел, трудно выявить ка-

кую-либо закономерность их варьирования (изменения). Для изучения закономерностей 

варьирования значений случайной величины опытные данные подвергают обработке.  
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Расположив данные в порядке неубывания и сгруппировав их так, что в каждой от-

дельной группе значения случайной величины будут одинаковы, получают ранжирован-

ный ряд данных наблюдения.  

Значение случайной величины, соответствующее отдельной группе сгруппирован-

ного ряда наблюдаемых данных, называют вариантом, а изменение этого значения варьи-

рованием.  

Варианты обозначают малыми буквами латинского алфавита с соответствующими 

порядковому номеру группы индексами - xi. Число, которое показывает, сколько раз 

встречается соответствующий вариант в ряде наблюдений называют частотой варианта и 

обозначают соответственно - ni.  

Сумма всех частот ряда ∑ 𝑛𝑖- объем выборки. Отношение частоты варианта к объ-

ему выборки ni / n = wi называют относительной частотой.  

Статистическим распределением выборки называют перечень вариантов и соответ-

ствующих им частот или относительных частот.  

Статистическое распределение можно задать также в виде последовательности ин-

тервалов и соответствующих им частот (в качестве частоты, соответствующей интервалу, 

принимают сумму частот, попавших в этот интервал).  

Дискретным вариационным рядом распределения называют ранжированную сово-

купность вариантов xi с соответствующими им частотами ni или относительными часто-

тами wi.  

Если изучаемая случайная величина является непрерывной, то ранжирование и 

группировка наблюдаемых значений зачастую не позволяют выделить характерные черты 

варьирования ее значений. Это объясняется тем, что отдельные значения случайной вели-

чины могут как угодно мало отличаться друг от друга и поэтому в совокупности наблюда-

емых данных одинаковые значения величины могут встречаться редко, а частоты вариан-

тов мало отличаются друг от друга.  

Нецелесообразно также построение дискретного ряда для дискретной случайной 

величины, число возможных значений которой велико. В подобных случаях следует стро-

ить интервальный вариационный ряд распределения.  

Для построения такого ряда весь интервал варьирования наблюдаемых значений 

случайной величины разбивают на ряд частичных интервалов и подсчитывают частоту 

попадания значений величины в каждый частичный интервал.  

Интервальным вариационным рядом называют упорядоченную совокупность ин-

тервалов варьирования значений случайной величины с соответствующими частотами или 

относительными частотами попаданий в каждый из них значений величины.  

 

4. Графическое представление данных. 

Для наглядности строят различные графики статистического распределения.  

По данным дискретного вариационного ряда строят полигон частот или относи-

тельных частот.  

Полигоном частот называют ломанную, отрезки которой соединяют точки (x1; n1), 

(x2; n2), ..., (xk; nk). Для построения полигона частот на оси абсцисс откладывают варианты 

xi, а на оси ординат - соответствующие им частоты ni. Точки ( xi; ni) соединяют отрезками 

прямых и получают полигон частот (Рис. 1).  

Полигоном относительных частот называют ломанную, отрезки которой соединяют 

точки (x1; W1), (x2; W2), ..., (xk; Wk). Для построения полигона относительных частот на оси 

абсцисс откладывают варианты xi, а на оси ординат - соответствующие им относительные 

частоты Wi. Точки ( xi; Wi) соединяют отрезками прямых и получают полигон относитель-

ных частот.  

В случае непрерывного признака целесообразно строить гистограмму. 
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Гистограммой частот называют ступенчатую фигуру, состоящую из прямоугольни-

ков, основаниями которых служат частичные интервалы длиной h, а высоты равны отно-

шению ni / h (плотность частоты).  

Для построения гистограммы частот на оси абсцисс откладывают частичные ин-

тервалы, а над ними проводят отрезки, параллельные оси абсцисс на расстоянии ni / h.  

Площадь i - го частичного прямоугольника равна hni / h = ni - сумме частот вариант 

i - го интервала; следовательно, площадь гистограммы частот равна сумме всех частот, т.е. 

объему выборки.  

Гистограммой относительных частот называют ступенчатую фигуру, состоящую из 

прямоугольников, основаниями которых служат частичные интервалы длиной h, а высоты 

равны отношению Wi / h (плотность относительной частоты).  

Для построения гистограммы относительных частот на оси абсцисс откладывают 

частичные интервалы, а над ними проводят отрезки, параллельные оси абсцисс на рассто-

янии Wi / h (Рис. 2).  

Площадь i - го частичного прямоугольника равна hWi / h = Wi - относительной ча-

стоте вариант попавших в i - й интервал. Следовательно, площадь гистограммы относи-

тельных частот равна сумме всех относительных частот, т.е. единице.  

 
Рис. 1. Полигон частот  

 
Рис. 2. Гистограмма относитель-

ных частот  

 

5. Выборочные числовые характеристики. 

Пусть статистическое распределение выборки объема n  имеет вид: 

 

ix  
1х  2х  3x  … kx  

in  
1п  2п  3п  … kn  

 

1) Выборочной средней х  называется среднее арифметическое всех значений вы-

борки: 





n

i

iх
п

х
1

1
 

 или, если заданы частоты in  вариант:   

i

k

i

i nх
п

х  
1

1
, 

где k   –  число различных значений вариант. 

2) Выборочной дисперсией BD  называется среднее арифметическое квадратов от-

клонений значений выборки от выборочной средней х : 
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



n

i

iB xx
n

D
1

2)(
1

 

или, если заданы частоты 
in  вариант:  

i

k

i

iB nxx
n

D  
1

2)(
1

, 

где k  - число различных значений вариант. 

3) Исправленная дисперсия: 








n

i

i xx
n

s
1

22 )(
1

1
 

или, если заданы частоты 
in  вариант:      

i

k

i

i nxx
n

s 


 
1

22 )(
1

1
, 

где k  –  число различных значений вариант. 

4) Связь между выборочной и исправленной дисперсиями: 

BD
n

n
s

1

2


 . 

5) Исправленное среднее квадратическое отклонение: 
2ss  . 

6) Ошибка средней: 

n

s
s
x
 . 

7) Коэффициент вариации:  

%100
x

s
V . 

Мода 
0М  – варианта, которая имеет наибольшую частоту. 

Медиана 
ет  – варианта, которая делит вариационный ряд на две части, равные по 

числу вариант. 

 

 

 

1.16 Лекция № 16 (2 часа). 

Тема: «Теория корреляции» 
 

1.16.1 Вопросы лекции: 

1. Понятие корреляции. Две основные задачи теории корреляции. 

2. Корреляционная таблица. 

3. Линейная и нелинейная корреляция. 

4. Корреляционный момент и коэффициент корреляции. 

 

1.16.2 Краткое содержание вопросов: 

 

1. Понятие корреляции. Две основные задачи теории корреляции. 

Корреляционной зависимостью (корреляцией) называют зависимость, при которой 

изменение одной из величин влечет за собой изменение среднего значения другой вели-

чины. 
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2. Корреляционная таблица. 

Корреляционной таблицей называется таблица, в которой результаты наблюдений 

записаны в возрастающем порядке с указанием частот jin  появления пары  ji yх ; . 

3. Линейная и нелинейная корреляция. 

Условным средним 
ху  называют среднее арифметическое значение величины Y , 

вычисленное при условии, что X   принимает фиксированное значение. 

Эмпирической линией регрессии Y  на X  называется ломанная, соединяющая точки 

);(
iхi уxМ . 

Теоретической линией регрессии Y  на X  называется «сглаживающая» кривая, око-

ло которой группируются точки );(
iхi уxМ , а соответствующее уравнение )(xfy   – 

уравнением регрессии Y  на  X . 

 

4. Корреляционный момент и коэффициент корреляции. 

Для установления между двумя признаками линейной корреляции служит выбороч-

ный коэффициент корреляции, который вычисляется по формуле: 

 

22 )()(

))((









yyxx

yyxx
r

ii

ii
. 

 

Свойства выборочного коэффициента корреляции: 

 

1) 11  r ; 

2) чем больше r , тем теснее линейная корреляция между двумя признаками; 

3) если 1r , то корреляционная зависимость становится функциональной; 

4) если 0r , то между изучаемыми признаками нет линейной корреляции, но воз-

можно существование какого-либо другого вида корреляционной зависимости (параболи-

ческой, гиперболической и т.д.). 

 

Если в результате опыта линейная зависимость между величинами Y  и  X  выраже-

на в виде таблицы 

 

Х 
1х  2х  . . . 

iх  . . . 
nх  

Y 
1y  2y  . . . 

iy  . . . 
ny  

 

то параметры а  и b  уравнения прямой регрессии bаху   находятся из нормированной 

системы  

























n

i

i

n

i

i

n

i

ii

n

i

i

n

i

i

ybnxa

yxxbõà

11

111

2

 

 

по методу наименьших квадратов. 

В случае малой выборки уравнение прямой регрессии вычисляют по формуле: 

)( xxbyy XY  , 
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где 
XYb /

 –  коэффициент регрессии, вычисляемый следующим образом: 

 









2)(

))((

xx

yyxx
b

i

ii

XY
, 

 

где   

x выборочная средняя признака X ; 

y выборочная средняя признака Y . 

 

 

 

2. МЕТОДИЧЕСКИЕ УКАЗАНИЯ  

ПО ПРОВЕДЕНИЮ ПРАКТИЧЕСКИХ ЗАНЯТИЙ 

 

2.1 Практическое занятие №1  (2 часа). 

Тема: «Матрицы. Определители» 
 

2.1.1 Задание для работы: 

1. Вычисление определителей 2-го и 3-го порядков. 

2. Матрицы. Операции над матрицами. 

3. Нахождение обратной матрицы. 
 

2.1.2 Краткое описание проводимого занятия: 

Пример. Пусть . Тогда 

  

 

Утверждение. Разложение определителя по произвольной строке. 

Для определителя матрицы  справедлива формула  

Пример. Вычислите . 

http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:7.png
http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:8.png
http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:9.png
http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:10.png
http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:11.png
http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:12.png
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Решение. Воспользуемся разложением по третьей строке, так выгоднее, поскольку в тре-

тьей строке два числа из трех - нули. Полу-

чим  

 

Пример. Найдите обратную матрицу для матрицы . 

Решение.  - существует. 

 

 

Ответ: . 

 

2.1.3 Результаты и выводы: В результате проделанной работы научились вычис-

лять определители, выполнять действия с матрицами. 

 

 

2.2 Практическое занятие №2 (2 часа). 

Тема: «Решение систем линейных уравнений» 
 

2.2.1 Задание для работы: 

1. Решение СЛУ методом Гаусса. 

2. Решение СЛУ по формулам Крамера. 

 

2.2.2 Краткое описание проводимого занятия: 
Пусть дана система линейных уравнений 

 
Решая системы линейных уравнений школьными способами, мы почленно умно-

жали одно из уравнений на некоторое число, так, чтобы коэффициенты при первой пере-

менной в двух уравнениях были противоположными числами. При сложении уравнений 

происходит исключение этой переменной. Аналогично действует и метод Гаусса. 

Для упрощения внешнего вида решения составим расширенную матрицу системы: 

http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:13.png
http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:38.png
http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:39.png
http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:40.png
http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:41.png
http://www.machinelearning.ru/wiki/index.php?title=%D0%98%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B5:42.png
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В этой матрице слева до вертикальной черты расположены коэффициенты при не-

известных, а справа после вертикальной черты - свободные члены. 

Для удобства деления коэффициентов при переменных (чтобы получить деление на 

единицу) переставим местами первую и вторую строки матрицы системы. Получим си-

стему, эквивалентную данной, так как в системе линейных уравнений можно переставлять 

местами уравнения: 

 
С помощью нового первого уравнения исключим переменную x из второго и всех 

последующих уравнений. Для этого ко второй строке матрицы прибавим первую, умно-

женную на  (в нашем случае на ), к третьей – первую строку, умноженную 

на  (в нашем случае на ). 

Это возможно, так как  

Если бы в нашей системе уравнений было больше трёх, то следовало бы прибав-

лять и ко всем последующим уравнениям первую строку, умноженную на отношение со-

ответствующих коэффициентов, взятых со знаком минус. 

В результате получим матрицу эквивалентную данной системе новой системы 

уравнений, в которой все уравнения, начиная со второго не содержат переменнную x: 

 

Для упрощения второй строки полученной системы умножим её на  и получим 

вновь матрицу системы уравнений, эквивалентной данной системе: 

 
Теперь, сохраняя первое уравнение полученной системы без изменений, с помо-

щью второго уравнения исключаем переменную y из всех последующих уравнений. Для 

этого к третьей строке матрицы системы прибавим вторую, умноженную на  (в 

нашем случае на ). 

Если бы в нашей системе уравнений было больше трёх, то следовало бы прибав-

лять и ко всем последующим уравнениям вторую строку, умноженную на отношение со-

ответствующих коэффициентов, взятых со знаком минус. 

В результате вновь получим матрицу системы, эквивалентной данной системе ли-

нейных уравнений: 
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Мы получили эквивалентную данной трапециевидную систему линейных уравне-

ний: 

 
Если число уравнений и переменных больше, чем в нашем примере, то процесс по-

следовательного исключения переменных продолжается до тех пор, пока матрица систе-

мы не станет трапециевидной, как в нашем демо-примере. 

Решение найдём "с конца" - это называется "обратный ход метода Гаусса". Для это-

го из последнего уравнения определим z: 

. 

Подставив это значение в предшествующее уравнение, найдём y: 

 
Из первого уравнения найдём x: 

 

Итак, решение данной системы - . 
 

2.2.3 Результаты и выводы: Научились решать системы линейных уравнений. 

 

2.3 Практическое занятие №3 ( 2 часа). 

Тема: «Задание прямой на плоскости различными способами. Взаимное расположение 

прямых» 
 

2.3.1 Задание для работы: 

1. Различные способы задания прямой. 

2. Проверка параллельности прямых. 

3. Проверка перпендикулярности прямых. 

 

2.3.2 Краткое описание проводимого занятия: 
Даны вершины треугольника АВС: А(-2;5), В(10;- 4), С(8;10). Требуется: 

1) Найти длину стороны АВ; 

2) Составить уравнения сторон АВ и АС в общем виде и найти их угловые коэф-

фициенты; 

3) Вычислить угол А в радианах; 

4) Составить уравнение медианы АД; 

5) Составить уравнение высоты СЕ и найти ее длину. 

Решение: 

1) Расстояние d между точками А (х1; у1) и В (х2; у2) вычисляется по формуле: 
2

12

2

12 )()( yyxxd                                          (1) 

Применяя (1), находим длину стороны АВ: 

1581144)54())2(10( 22 АВd  

 2) уравнение прямой, проходящей через точки А (х1; у1) и В (х2; у2), имеет вид: 
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уу
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





                                                   (5) 

Подставив в (5) соответствующие координаты точек А и В, находим уравнение 

прямой АВ. 

01443

63204

4

2

3

5

12

2

9

5

)2(10

)2(

54

5




























ух

ху

ху

ху

ху

 

Чтобы найти угловой коэффициент прямой АВ (кАВ), решим полученное уравне-

ние прямой относительно у: 

4

14

4

3

1434





ху

ху

;  

откуда кАВ 

4

3
 . 

Подставляя в (5) координаты точек А и С, находим уравнение прямой АС. 

2

2

1

5

10

2

5

5

28

2

510

5




















ху

ху

ху

 

1022  ух  

0122  ух  - уравнение стороны АС, откуда кАС

2

1
  

3) Если даны две прямые, угловые коэффициенты которых соответственно к1 и к2, 

то угол   между этими прямыми определяется по формуле: 

21

12

1 kk

kk
tg




                                                          (7) 

Искомый угол А образован прямыми АВ и АС, угловые коэффициенты которых 

найдены ранее в пункте 2). Для определения угла А положим 
4

3
1  ABkk  и 

2

1
2  ACkk . Применяя (7), получим: 

2

8

5
4

5

2

1
)
4

3
(1

)
4

3
(

2

1







tgA ; откуда А '26632 0 arctg . 

Используя таблицу перевода градусной меры в радианную, получим А=1.107 рад. 

4). Если АD есть медиана, то точка D является серединой стороны ВС. Для вы-

числения координат точки D применяем формулы деления отрезка на две равные части: 
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2
;

2

2121 уу
у

хх
х





                                                    (10) 

Подставив в (10) координаты точек В и С, находим координаты точки D: 

9
2

810



Dх ; 3

2

104



Dy ; D (9;3). 

Подставив в (5) координаты точек А (-2;5) и D (9;3), находим искомое уравнение 

медианы АD: 

051112  ух  

5). Высота СЕ перпендикулярна стороне АВ. известно, что если две прямые вза-

имно перпендикулярны, то их угловые коэффициенты обратные по величине и противо-

положны по знаку. Следовательно, 
АВ

СЕ
к

к
1

 . Так как 
4

3
АВк , то 

3

4
СЕк . 

Уравнение прямой, проходящей через данную точку с данным угловым коэффи-

циентом, имеет вид: 

)( 11 ххкуу                                                        (4) 

Подставив в (4) координаты точки С и найденный угловой коэффициент 
3

4
СЕк , 

получим искомое уравнение высоты СЕ: 

324303

)8(
3

4
10





ху

ху
 

0234  ух  - уравнение СЕ. 

Чтобы найти длину СЕ, определим сперва координаты точки Е – точки пересече-

ния высоты СЕ и прямой АВ. Для этого решаем совместно систему уравнений АВ и СЕ: 









0234

01443

ух

ух
 

Умножим первое уравнение на 3, а второе на 4, получим: 









081216

042129

ух

ух
 

Сложим оба уравнения и припишем в систему первое уравнение исходной систе-

мы: 









01443

05025

ух

х










01443

2

ух

х
 

Подставив во второе уравнение системы значение 2х , найдем значение у : 









014423

2

у

х










84

2

у

х










2

2

у

х
 

 Следовательно, Е (2;2). Длину высоты СЕ определяем как расстояние между 

двумя точками С и Е по формуле (1). 

10100)102()82( 22 CEd  

 

2.3.3 Результаты и выводы: Научились составлять уравнения прямых. 
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2.4 Практическое занятие №4 (2 часа). 

Тема: «Построение кривых второго порядка» 

 

2.4.1 Задание для работы: 

1. Составление уравнения и построение окружности. 

2. Составление уравнения и построение эллипса. 

3. Составление уравнения и построение гиперболы. 

4. Составление уравнения и построение параболы. 

 

2.4.2 Краткое описание проводимого занятия: 

Пусть требуется построить эллипс с заданными параметрами  =4 и  =2. 

Решение: 

а) строим окружность радиуса  =4 с центром в начале прямоугольной системы коорди-

нат ; 

б) принимаем коэффициент сжатия окружности  =  =  ; 

в) далее применяем линейку и прямоугольный треугольник: двигаем треугольник вдоль 

линейки так, чтобы деление [4] всё время оставалось на оси  ; 

г) используем ординаты: 1; 2; 3; 4 точек окружности и, двигая треугольник вдоль линейки, 

отмечаем на плоскости  точки с ординатами:   ;  1;   ;  2; 

д) в результате выполнения построений по пункту г) для каждой четверти эллипса полу-

чаем по пять точек, которые легко соединить при помощи лекала: эллипс (симпатичный!) 

построен. 

Замечание: значения параметров  =4 и  =2 и ординат: 1; 2; 3; 4 выбраны так, чтобы 

каждый раз легко видеть середины выделяемых отрезков. 

Ответ: эллипс:  – построен. 

5). Эллипс – результат сжатия окружности:  . Наблюдение результата орто-

гонального параллельного проектирования подсказывает практический способ построения 

эллипса с заданными параметрами  и  , то есть с заданными осями: 

6). Параметрические уравнения эллипса. Имея 

опыт построения параметрических уравнений 

прямой, напрашивается вопрос: не будет ли это 

связано с некоторым движением точки на 

плоскости в системе координат  ? 

Наиболее удобной моделью для получения па-

раметрических уравнений эллипса считают от-

резок  , который скользит своими конца-

ми  и  по осям  и  , соответственно. 

При движении отрезка  точка  (на отрез-

ке закреплена), принадлежащая отрезку, опи-

сывает некоторую линию. Найдём её уравне-

ние, введя параметр  – угол отрезка  с 

осью координат  . Для этого достаточно за-

писать значения координат точки  : 
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 (11) 

Утверждать, что уравнения (11) есть эллипс, можно только после того, как убедимся, что 

точка принадлежит уже известному нам уравнению эллипса:  . 

Подставим координаты точки  в каноническое уравнение эллипса: 

 →  – тождество! 

2.4.3 Результаты и выводы:  Научились строить кривые второго порядка. 

 

 

2.5 Практическое занятие №5 (2 часа). 

Тема: «Нахождение производных функций» 

 

2.5.1 Задание для работы: 

1. Нахождение производной функции по правилам дифференцирования и таблице 

производных. 

2. Нахождение производной сложной функции. 

3. Дифференциал функции. 

 

2.5.2 Краткое описание проводимого занятия: 
Найти производные указанных функций: 

а) 
3 2

4

3 6
1

х
х

ху  ; б) xху sin)2( 3  ; в) 
xex

x
y




2

arcsin
; г) 42 )( arctgxxy  ; 

д) xey 4sin ; е) xey tgx 2cos ; ж) )12sin(ln  xy . 

Решение.  

а) Перепишем данную функцию, введя дробные и отрицательные показатели: 

3

2

43 6ххху  
. 

Применяя правило дифференцирования алгебраической суммы 3) и формулу 

дифференцирования степенной функции 7), учитывая, что хх = 1, имеем: 

35

23

1

52 44
3

3

2
6)4(3

хх
хххху 


 . 

б) Применяя правило производной произведения двух функций 4), а также фор-

мулы 7) и 13), имеем: 

xxxxxxxху cos)2(sin3)(sin)2(sin)2( 3233   

в) Применяем правило дифференцирования частного двух функций 6), а также 

формулы 17), 7) и 11). 

22

2

2

22

22

)(

)2(arcsin)(
1

1

)(

)(arcsin)()(arcsin
x

xx

x

xx

ex

exxex
x

ex

exxexx
y












222

22

)(1

)2(arcsin1

x

xx

exx

exxxex




 . 

г) Данная функция является сложной; она может быть представлена так: 4иу  , 

где arctgxхи  2 . Применяем формулу 7): 
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)
1

1
2()(4)()(44

2

322323

x
xarctgxxarctgxxarctgxxuuy


 . 

д) Применяем формулу 13) дифференцирования сложной функции. 

xexxexeey xxxx 4cos4)4(4cos)4(sin)( 4sin4sin4sin4sin   

е)

 ))((coscos)()(coscos)()cos( 22222 xextgxexexexеу tgxtgxtgxtgxtgx  

 )sin(cos2)(coscos2cos
cos

1 2

2
xxeexxex

x
e tgxtgxtgxtgx

 

)2sin1(2sin xexee tgxtgxtgx   

ж) Применяем формулу 12) дифференцирования сложной функции:  







 )12()12cos(
)12sin(

1
))12(sin(

)12sin(

1
))12sin((ln xx

x
x

x
xy  

)12(2  xctg . 

 
2.5.3 Результаты и выводы: Научились вычислять производные. 

 

 

2.6 Практическое занятие №6 (2 часа). 

Тема: «Нахождение неопределенного интеграла» 
 

2.6.1 Задание для работы: 

1. Понятие неопределенного интеграла и его свойства. 

2. Основные методы интегрирования: метод непосредственного интегрирования; метод 

подстановки; метод интегрирования по частям. 

 

2.6.2 Краткое описание проводимого занятия: 
Найти интегралы: 

а)   dx
х

хх )
6

4(
2

3
; б)   dxex x )3cos5( ; в) 


















dx

xxx

3

25

1

9

2

22
. 

Решение. а) Предварительно преобразуем подынтегральную функцию и затем при-

меним свойства неопределенного интеграла и табличный интеграл 2). 

      dxxdxxdxxdxxxxdx
х

хх 22

1

322

1

3

2

3 64)64()
6

4(

C
x

xxxC
xxx





 6

3

2

1
6

2

34
4 4

12

3

4

. 

б) Применяя свойства неопределенного интеграла и табличные интегралы, будем 

иметь:  

   Cexdxexdxdxeсosx xxx 3sin53cos5)35(  

в) Применяем свойства 3 и 4 и табличные интегралы 12), 11)  и 5). 

 

















Cx

xx
arctgdx

xxx
ln3

5
arcsin

33

1
2

3

25

1

9

2

22
 

 

Cx
xx

arctg  ln3
5

arcsin
33

2
. 

Найти интегралы: 
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а) 


dx
х

хх
3

2 )3)(2(
; б) 




dx

xx

x

)1(

)1(
2

2

; в) 


 dx
x

e
e

x
x )

cos
1(

2
; г) 


dx
xx 22 cossin

1
. 

Решение. а) Раскроем скобки в числителе и полученное произведение почленно 

разделим на х3 . 

  













dx

xxx
dx

x

xxx
dx

х

хх
323

23

3

2
623

1
623)3)(2(

 

C
x

x
x

xdxx
x

dx
dxxdx   



2

32 3
ln2

3
623 . 

б) Преобразуем подынтегральную функцию и представим заданный интеграл в ви-

де суммы двух других, каждый из которых табличный. 

     



















222

2

2

2

2

2

1
2

)1(

2

)1(

1

)1(

21

)1(

)1(

x

dx

x

dx
dx

xx

x
dx

xx

x
dx

xx

xx
dx

xx

x
= 

Carctgxx  2ln . 

в)   




















Ctgxedx
x

edx
x

e
e xx

x
x

22 cos

1

cos
1 . 

г) Чтобы привести данный интеграл к табличным, выразим стоящую в числителе 1 

суммой xx 22 cossin  и разделим почленно на знаменатель. 

    






Cctgxtgx

x

dx

x

dx
dx

xx

xx
dx
xx 2222

22

22 sincoscossin

cossin

cossin

1
. 

Интегрирование заменой переменной (метод подстановки). 

Применяя соответствующие подстановки )(хи  , найти указанные интегралы: 

а)  15x

dx
; б) 

 xdxe x 12

; в) 
 6

2

1 x

dxx
; г) 

 9

2
4x

xdx
. 

Решение. а) Если воспользоваться подстановкой 15  xu , то интеграл приводить-

ся к табличному интегралу 5). 

Пусть 15  xu , тогда dxdu 5  и 
5

du
dx  . 

Применяя формулу (1), будем иметь: 

   


CxCu
u

du

u

du

x

dx
15ln

5

1
ln
5

1

5

1

515
. 

б) Чтобы привести данный интеграл к табличному интегралу 6), положим 

12  хи , тогда xdxdu 2  и 
2

du
xdx  . Применяя формулу (1), получим: 

    CeCedue
du

exdxe xuuux 11 22

2

1

2

1

2

1

2
. 

в) Чтобы привести данный интеграл к табличному интегралу 12), положим 3xu  , 

тогда dxxdu 23  и 
3

2 du
dxx  . Следовательно,  

   








CarctgxCarctgu
u

du

u

du

x

dxx 3

226

2

3

1

13

1

)1(31
 

г) Чтобы привести данный интеграл к табличному интегралу 13), положим 2хи  , 

тогда xdxdu 2 . Применяя (1), получим: 

   

















C

x

x
C

u

u

u

du

u

du

x

xdx

3

3
ln
6

1

3

3
ln
6

1

399

2
2

2

2224
. 

Найти интегралы: 
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а) 


dx
x

x

2

2

1

arcsin
; б) 

 76

3

x

x

e

dxe
; в) 

 x

xdx
2sin3

2sin
; г) 





x

dxx
2sin25

cos
. 

Решение.а) Положим xt arcsin , тогда 
21 x

dx
dt


 . Следовательно, 

   





CxC
t

dtt
x

dx
xdx

x

x 3
3

2

2

2

2

2

arcsin
3

1

31
arcsin

1

arcsin
. 

В тех случаях, когда становится ясным, какая подстановка приводит данный инте-

грал к табличному, можно не вводить явным образом новую переменную. Например, при 

решении примера а) видно, что 
21 x

dx


 является дифференциалом функции xarcsin . 

Поэтому решение можно записать так: 

  


C
x

xdxdx
x

x

3

arcsin
)(arcsinarcsin

1

arcsin 3
2

2

2

. 

б) Положим xeu 3 , тогда dxedu x33  и 
3

3 du
dxe x  . Следовательно, 

   








Cuu
u

du

u

du

e

dxe

x

x

)7ln(
3

1

73

1

737

2

226

3

 

Cee xx  )7ln(
3

1 63 . 

в) Положим xu 2sin3 , тогда xdxxdxxdu 2sincossin2  . Следовательно, 

  


CxCu
u

du

x

xdx 2

2
sin3lnln

sin3

2sin
. 

При решении данного примера можно было бы явным образом не вводить новой 

переменной и интегрировать следующим образом: 

  






Cx

x

xd

x

xdx 2

2

2

2
sin3ln

sin3

)sin3(

sin3

2sin
. 

г) Так как dxx cos  есть дифференциал функции xsin , то данный интеграл приво-

дится к табличному интегралу 12). 

  






C

x
arctg

x

xd

x

dxx

5

sin

5

1

sin5

)(sin

sin25

cos
222

 

Интегрирование по частям. 

Пользуясь формулой интегрирования по частям, найти интегралы: 

а)   dxех х ;          б)  xdxx cos . 

Решение. а) Положим xu   и dxedv x , тогда dxdu  , xx edxev   . 

Применяя (2), получим: 

   Cexedxexedxex xxxxx . 

б) Положим xu   и xdxdv cos , тогда dxdu  , xxdxv sincos   . 

Следовательно,  

Cxxxxdxxxxdxx   cossinsinsincos . 

Пользуясь формулой (2), весьма важно правильно выбрать множители и и dv . Для 

разложения подынтегрального выражения на множители нет общих правил. Вместе с тем 

можно руководствоваться некоторыми частными указаниями. 
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Указание 1. Если подынтегральное выражение содержит произведение показатель-

ной или тригонометрической функции на многочлен, то за множитель и следует принять 

многочлен. 

Указание 2. Если подынтегральное выражение содержит произведение логарифми-

ческой или обратной тригонометрической функции на многочлен, то за множитель и сле-

дует принять логарифмическую функцию или обратную тригонометрическую функцию. 

 

2.6.3 Результаты и выводы: Научились находить неопределенные интегралы раз-

ными методами. 

 

 

2.7 Практическое занятие №7 (2 часа). 

Тема: «Вычисление определенного интеграла» 

 

2.7.1 Задание для работы: 

1. Вычисление определенного интеграла по формуле Ньютона-Лейбница 

2. Геометрический смысл определенного интеграла. 

 

2.7.2 Краткое описание проводимого занятия: 
Вычислить интегралы: 

а) dxx
3

2

23 ; б) 


2

0

24 x

dx
; в) 



5

0
4 13

3

x

dx
; г)  

2

0

24 dxx . 

Решение. Для вычисления определенного интеграла применяем формулу Ньютона 

– Лейбница 

)()()()( aFbFxFdxxf
b

a

b

a

 . 

а) 198273
3

2

3

3

2

2  xdxx . 

б) 
842

1
)01(

2

1

22

1

4

2

0

2

0

2





 arctgarctg

x
arctg

x

dx
. 

в) Сделаем замену переменной. Пусть zx 4 13 , тогда 413 zx   и dzzdx 343  . 

Определим пределы интегрирования для новой переменной z . 

При 0x  переменная 1Hz (нижний предел). 

При 5x  переменная 2Bz  (верхний предел).  

Следовательно,  

3

1
9

3

28

3

1

3

8
4

3
44

4

13

3 2

1

32

1

2

2

1

35

0
4














z
dzz

z

dzz

x

dx
. 

г) Сделаем подстановку. Пусть tх sin2 ; тогда tdtdx cos2 . Если 0x , то 

tsin20  , откуда 01 t  (нижний предел). Если 2x , то tsin22  , откуда 
2

2


t  (верх-

ний предел). 

Следовательно,  
2

0

2
2

0

2

2

0

2 cos4cos2sin444



tdttdttdxx  
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 
2

0

)2cos1(2



dtt 




2

0

)2sin2( tt . 

 

2.7.3 Результаты и выводы: научились вычислять определенные интегралы. 

 

 

2.8 Практическое занятие №8 (2 часа). 

Тема: «Нахождение вероятности события по определению и с помощью теорем сложения 

и умножения вероятностей» 

 

2.8.1 Задание для работы: 

1. Основные определения. Классическое определение вероятности события.  

2. Классификация событий и их свойства. 

3. Теоремы о сумме и произведении вероятностей. 

 

2.8.2 Краткое описание проводимого занятия: 
Брошена игральная кость. Найти вероятность события, состоящего в том, что выпало 

четное число очков. 

Решение. Обозначим событие A  = {выпало четное число очков}. Имеется 6  элемен-

тарных событий, т.е. 6п . Элементарными событиями, благоприятными для A , являют-

ся события: 1A = {выпадение 2 очков}, 2A = {выпадение 4  очков}, 
3A = {выпадение 6  оч-

ков}. Всего таких событий три, следовательно,  

 

2

1

6

3
)( AP . 

 

Итак, вероятность того, что выпадет четное число очков, равна 5,0 . 

 

Пример 6.В ящике 4  белых, 5  красных, 8  зеленых и 3  голубых шара. Шары пере-

мешивают и наудачу извлекают 1  шар. Какова вероятность события, состоящего в том, 

что шар окажется цветным?   

Решение. Всевозможными элементарными исходами являются события: 
A = {извлечение белого шара}, 
B = {извлечение красного шара}, 

C = {извлечение зеленого шара}, 

D = {извлечение голубого шара}. 

Необходимо найти событие, состоящее в появлении события  B  или C , или D , т.е. 

события DCB  . Так как события  B , C , D  – несовместны, то 

 

8,0
5

4

20

3

20

8

20

5
)()()()(  DPCPBPDCBP . 

 

Таким образом, вероятность извлечения цветного шара равна 8,0 . 

В ящике 60  груш сорта A  и 40  груш сорта B . Отбирают две груши. Определить 

вероятности следующих событий: 

а) обе груши сорта А ; 

б) обе груши сорта В ; 

в) одна груша сорта А , а другая груша сорта В . 
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Решение. Обозначим: 

1A = {при первом извлечении взята груша сорта А }, 

2A = {при втором извлечении взята груша сорта А }, 

1B = {при первом извлечении взята груша сорта В }, 

2B = {при втором извлечении взята груша сорта В }. 

Таким образом, нужно найти: 

а) )( 21 AиAP ; 

б) )( 21 BиBP ; 

в) ))()(( 2121 AиBилиBиAP . 

Находим: 

а) 36,0
99

59

100

60
)()()( 12121  AAPAPAAP ; т.е. вероятность того, что обе груши сорта 

А , равна 36,0 . 

б) 16,0
99

39

100

40
)()()( 12121  BBPBPBBP . 

Следовательно, вероятность того, что обе груши сорта В , равна 16,0 . 

в) 48,0
99

60

100

40

99

40

100

60
)()()()()( 1211212121  BAPBPABPAPABBAP . 

Таким образом, вероятность того, что одна груша сорта А , а другая груша сорта В ,равна 

48,0 . 

Экзаменационный  билет  содержит  три  вопроса. Вероятность того, что студент 

даст правильный ответ на первый вопрос, равна 0,9, вероятность правильного ответа на 

второй вопрос равна 0,8 и, наконец, вероятность правильного ответа на третий вопрос 

равна 0,7. Найти вероятность того, что студент на все три вопроса ответит правильно. 

Решение. Обозначим: A  = {правильный ответ на первый вопрос}, B  = {правильный 

ответ на второй вопрос}, C  = {правильный ответ на третий вопрос}.  

События A , B  и C  являются независимыми. Применяя теорему умножения вероят-

ностей для независимых событий, получим: 

 

504,07,08,09,0)()()()(  CPBPAPCBAP . 

 

Итак,  вероятность того, что студент на все три вопроса ответит правильно, равна 

504,0 . 

 
2.8.3 Результаты и выводы: Научились вычислять вероятность событий. 

 

 

2.9 Практическое занятие №9 (2 часа). 

Тема: «Повторные независимые испытания» 
 

2.9.1 Задание для работы: 

1. Формула Бернулли. 

2. Локальная теорема Муавра-Лапласа. 

 

2.9.2 Краткое описание проводимого занятия: 

На опытной делянке посеяно 15  семян. Всхожесть всех семян одинакова и равна %80

. Найти вероятность того, что из 15  посеянных семян взойдет ровно 12 . 

Решение. Обозначим событие A = {из 15  посеянных семян взойдет 12 }. Число посе-
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янных семян равно числу независимых испытаний, т. е. 15n . Событие A осуществится 

12  раз, поэтому 12k . По условию 8,0%80 p , тогда 2,08,01 q . По формуле 

Бернулли имеем: 




 121512

15 2,08,0
)!1215(!12

!15
)12(P  

2551,0008,08,04552,08,0
321!12

151413!12 12312 



 .  

Итак, вероятность того, что из 15  посеянных семян взойдет ровно 12 , равна 26,0 . 

Завод сортовых семян выпускает гибридные семена кукурузы. Известно, что семена 

первого сорта составляют %90 . Определить вероятность того, что из взятых наудачу для 

проверки 400  семян 354 будут семенами первого сорта. 

Решение. Имеем  400n ,  9,0
100

90
p ,  1,09,01 q ,  354k . Тогда  

 

1
6

360354

1,09,0400

9,0400354













npq

npk
x . 

Так как функция )(x  –  четная, то найдем по таблице значение функции )(x  при 1x : 

 

2420,0)1()1(   . 

Найдем искомую вероятность: 

0403,02420,0
36

1
)1(

1,09,0400

1
)354(400 


 P . 

Итак, вероятность того, что из взятых наудачу для проверки 400  семян 354 будут се-

менами первого сорта %4 . 

Известно, что вероятность летального исхода при определенной болезни равна 01,0 . 

Какова вероятность того, что в группе из 90  больных животных погибнет 1  животное? 

 

Решение. Имеем 90n ,  01,0p . Найдем 9,001.090  pn , 1k . Используя 

формулу, получим 

9,0
1

!1

9,0

!
)(   ee

k
kP

k

n


. 

Найдем по таблице значение функции  
 e

k

k

!
  при 9,0  и 1k , тогда  

3659,0
!1

9,0

!
)( 9,0

1

  ee
k

kP
k

n


. 

Таким образом, вероятность того, что в группе из 90  больных животных погибнет 1  

животное, составляет %37 . 

 

2.9.3 Результаты и выводы: Научились применять повторные независимые испы-

тания в сельском хозяйстве. 

 

2.10 Практическое занятие № 10 (2 часа). 

Тема: «Повторные независимые испытания» 
 

2.10.1 Задание для работы: 

1. Интегральная теорема Муавра-Лапласа. 

2. Наиболее вероятное число появления события в испытании. 
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3. Формула Пуассона. 

 

2.10.2 Краткое описание проводимого занятия: 

Известно, что вероятность летального исхода при определенной болезни равна 01,0 . 

Какова вероятность того, что в группе из 90  больных животных погибнет 1  животное? 

 

Решение. Имеем 90n ,  01,0p . Найдем 9,001.090  pn , 1k . Используя 

формулу, получим 

9,0
1

!1

9,0

!
)(   ee

k
kP

k

n


. 

Найдем по таблице значение функции   e
k

k

!
  при 9,0  и 1k , тогда  

3659,0
!1

9,0

!
)( 9,0

1

  ee
k

kP
k

n


. 

Таким образом, вероятность того, что в группе из 90  больных животных погибнет 1  

животное, составляет %37 . 

В лаборатории из партии семян, имеющих всхожесть %90 , высеяно 600  семян. 

Найти вероятность того, что число семян, давших всходы, не менее 520 и не более 570, 

если принять, что каждое посеянное зерно взойдет с одной и той же вероятностью.  

Решение. Имеем  600n ,  9,0
100

90
p ,  1,09,01 q ,  5201 k ,  5702 k . То-

гда по формуле имеем 

 

)()()570,520(
12

xxP  . 

Найдем 1x  и 2x : 

72,2
35,7

20

1,09,0600

9,0600520
1 




x , 

 

08,4
35,7

30

1,09,0600

9,0600570
2 




x . 

Найдем по таблице значения функции )(x  при 72,21 x  и 08,42 x .  

Таким образом, вероятность того, что число семян, давших всходы не менее 520  и  

не  более  570,  приближенно  равна 

99,04967,049996,0)72,2()08,4()72,2()08,4()570,520( P , 

т.е. событие практически достоверное. 

 

2.10.3 Результаты и выводы: Научились применять повторные независимые ис-

пытания в сельском хозяйстве. 

 

 

2.11 Практическое занятие №11 (2 часа). 

Тема: «Дискретные случайные величины» 
 

2.11.1 Задание для работы: 

1. Числовые характеристики ДСВ. 

2. Свойства числовых характеристик ДСВ. 

 

2.11.2 Краткое описание проводимого занятия: 
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Случайная величина X  задана законом распределения: 

5,04,0

103

1,0

2

p

X
 

Найти среднее квадратическое отклонение )(X . 

Решение. Найдем математическое ожидание случайной величины X : 

4,65,0104,031,02)( XM . 

Найдем математическое ожидание случайной величины 2X : 

545,0104,031,02)( 2222 XM . 

Найдем дисперсию: 

  04,134,654)()()( 222  XMXMXD . 

Искомое среднее квадратическое отклонение: 

6,304,13)()(  XDX . 

Найти математическое ожидание, дисперсию и среднее квадратическое отклонение 

величины X , заданной функцией распределения 

















.1,1

,10,

,0,0

)(

xесли

xеслиx

xесли

xF  

Решение. Найдем плотность распределения: 

















.1,0

,10,1

,0,0

)()( /

xесли

xесли

xесли

xFxf  

Найдем математическое ожидание: 

2

1

2
1)()(

1

0

21

0

 
x

dxxdxxfxXM

b

a

. 

Найдем дисперсию по формуле: 

 

12

1

4

1

32

1
1))(()()(

1

0

31

0

2

222 







 

x
dxxXMdxxfxXD

b

a

. 

По формуле найдем среднее квадратическое отклонение: 

29,0
12

1
)()(  XDX . 

2.11.3 Результаты и выводы: Научились вычислять числовые характеристики 

случайных величин. 

 

2.12 Практическое занятие № 11 (2 часа). 

Тема: «Непрерывные случайные величины» 
 

2.12.1 Задание для работы: 

1. Числовые характеристики НСВ. 

2. Функция распределения. 

3. Плотность вероятности. 

 

2.12.2 Краткое описание проводимого занятия: 
Пример Дана функция распределения непрерывной случайной величины X : 
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





















.
2

,1

,
2

0,sin

,0,0

)(





xесли

xеслиx

xесли

xF  

Найти плотность распределения )(xf . 

Решение. Плотность распределения равна первой производной от функции распре-

деления: 























.
2

,0

,
2

0,cos

,0,0

)()( /





xесли

xеслиx

xесли

xFxf  

Заметим, что при  0x  производная )(/ xF  не существует.  

Пример. Задана плотность распределения вероятностей случайной величины X : 

















.1,0

,10,2

,0,0

)(

xесли

xеслиx

xесли

xf  

Найти вероятность того, что в результате испытания величина X  примет значение, заклю-

ченное в интервале )1;5,0( . 

Решение. По формуле искомая вероятность 

 

75,025,01
2

22)15,0(

1

5,0

21

5,0

 
x

dxxXP .    

Пример. Найти математическое ожидание, дисперсию и среднее квадратическое от-

клонение величины X , заданной функцией распределения 

 

















.1,1

,10,

,0,0

)(

xесли

xеслиx

xесли

xF  

Решение. Найдем плотность распределения: 

















.1,0

,10,1

,0,0

)()( /

xесли

xесли

xесли

xFxf  

Найдем математическое ожидание по формуле: 

2

1

2
1)()(

1

0

21

0

 
x

dxxdxxfxXM

b

a

. 

Найдем дисперсию по формуле: 

12

1

4

1

32

1
1))(()()(

1

0

31

0

2

222 







 

x
dxxXMdxxfxXD

b

a

. 

По формуле найдем среднее квадратическое отклонение: 
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29,0
12

1
)()(  XDX . 

2.12.3 Результаты и выводы: Научились вычислять числовые характеристики 

случайных величин. 

 

2.13 Практическое занятие № 13 (2 часа). 

Тема: «Законы распределения случайных величин» 
 

2.13.1 Задание для работы: 

1. Равномерное распределение.  

2. Показательное распределение. 

 

2.13.2 Краткое описание проводимого занятия: 
Пример. Чтобы выполнить определенное задание, лабораторной крысе требуется, по 

меньшей мере, 2  мин, но никогда не требуется более 10  мин. Найти: а) функцию распре-

деления вероятностей; б) вероятность того, что крыса выполнит задание менее чем за 4  

мин; в) среднее время выполнения задания. 

Решение. а) Рассмотрим случайную величину T  время, необходимое для выполне-

ния задания. Так как любое время между 2  и 10  мин одинаково вероятно, то T  является 

равномерно распределенной случайной величиной. По условию  2а , 10b . Тогда  






















.10,1

,102,
8

2

,2,0

)(

xпри

xпри
x

xпри

xF  

б) Вероятность того, что крыса выполнит задание менее чем за 4  мин, составляет: 

4

1

8

2

8

24
)6( 


F . 

в) Среднее время выполнения задания характеризует математическое ожидание слу-

чайной величины. Тогда  

6
2

12

2

102
)( 


ХМ . 

Таким образом, среднее время выполнения задания составляет 6  мин. 

Пример.  Написать плотность и функцию распределения показательного закона, если 

параметр 8 . 

Решение. Искомую плотность распределения, используя формулу, получим в виде: 










 .0,8

,0,0
)(

8 xприe

xпри
xf

x
 

Функцию распределения, используя формулу, получим в виде: 










 .0,1

,0,0
)(

8 xприe

xпри
xF

x
 

Пример. Непрерывная случайная величина X распределена по показательному зако-

ну 










 .0,2

,0,0
)(

2 xприe

xпри
xf

x
 

Найти вероятность того, что в результате испытания X  попадает в интервал )1;3,0( . 

Решение. По условию, имеем 2 . Воспользуемся формулой: 
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41,013534,054881,0)13,0( 26,0123,02   eeeeXP  

Итак, вероятность того, что в результате испытания X  попадает в интервал )1;3,0( , 

равна 41,0 . 

Пример. Непрерывная случайная величина X распределена по показательному зако-

ну 










 .0,5

,0,0
)(

5 xприe

xпри
xf

x
 

Найти математическое ожидание, дисперсию и среднее квадратическое отклонение слу-

чайной величины X . 

Решение. По условию 5 . Следовательно, используя формулы, находим: 

2,0
5

11
)()( 


 XXM , 

04,0
5

11
)(

22



XD . 

Пример.  (Распределение жизненных циклов растений). Продолжительность жизни 

растений данного вида в определенной среде представляет собой непрерывную случай-

ную величину с функцией плотности вероятностей 120

120

1
)(

x

exf


 . Требуется: 1) найти 

среднюю продолжительность жизни растений; 2) долю растений данного вида, которые 

умирают за период в 100 дней. 

Решение. 1) В выражении для )(xf  нетрудно узнать функцию плотности экспонен-

циального распределения с математическим ожиданием 120a . Следовательно, средняя 

продолжительность жизни растений этого вида составляет 120 дней. 

2) Доля растений, которые умирают за период в 100 дней, выражается вероятностью 

)1000(  XP . Используя формулу,  

b

a

dxxfbXaP )()( , получаем:  

dxeXP

x






100

0

120

120

1
)1000( . 

Этот интеграл можно вычислить методом замены переменной. Пусть 
120

x
u  , то-

гда dxdu
120

1
 .  

Вычислим новые пределы интегрирования:  

 

x  0  100 

u  0  
6

5

120

100
  

После подстановки получаем: 

57,01)()1000( 6

5

06

5

6/5

0

6/5

0








 eeeedueXP uu
. 

Следовательно, доля растений, которые умирают за период в 100 дней, примерно 

равна %57 . 

2.13.3 Результаты и выводы: Научились использовать законы распределения слу-

чайных величин в биологических задачах. 
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2.14 Практическое занятие № 14 (2 часа). 

Тема: «Законы распределения случайных величин» 
 

2.14.1 Задание для работы: 

1. Нормальное распределение.  

2. Вероятность попадания нормально распределенной случайной величины в задан-

ный интервал. 

 

2.14.2 Краткое описание проводимого занятия: 
Пример. Известно, что случайная величина X  подчинена нормальному закону рас-

пределения, 6)( XM , 92  . Найти функцию плотности вероятности. 

Решение. Имеем 6a , 3 . Тогда, используя формулу, искомая функция имеет 

вид: 

18

)6(

32

)6( 2

2

2

23

1

23

1
)(











xx

eexf


. 

Пример. Известно, что случайная величина X  подчиняется нормальному закону с 

функцией плотности вероятности 

200

)15( 2

210

1
)(






x

exf


. 

Найти математическое ожидание и дисперсию этой величины. 

Решение. Имеем: 15)(  aXM , 10010)( 22 XD . 

Пример. Случайная величина X  распределена по нормальному закону. Математиче-

ское ожидание и среднее квадратическое отклонение этой величины соответственно рав-

ны 30 и 10. Найти вероятность того, что X  примет значение, принадлежащее интервалу 

)50,10( . 

Решение. Воспользуемся формулой. По условию 10 , 50 , 30a , 10 , 

следовательно,  

)2(2
10

3010

10

3050
)5010( 







 








 
 XP . 

По таблице находим 4772,0)2(  . Отсюда искомая вероятность: 

9544,04772,02)5010(  XP . 

Пример. Случайная величина X  распределена нормально. Математическое ожида-

ние и среднее квадратическое отклонение этой величины соответственно равны 20 и 10. 

Найти вероятность того, что отклонение  величины X  от математического ожидания по 

абсолютной величине будет меньше трех. 

Решение. Воспользуемся формулой. По условию, 20a , 10 , 3 . Следова-

тельно,  

)3,0(2
10

3
2)320( 








XP . 

По таблицен аходим 1179,0)3,0(  . Искомая вероятность: 

2358,01179,02)320( XP . 

 

2.14.3 Результаты и выводы: Научились решать задачи по данной теме. 
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2.15 Практическое занятие № 15 (2 часа). 

Тема: «Основные понятия математических методов» 

 

2.15.1 Задание для работы: 

1. Применение матриц в биологии. Миграционная матрица.  

2. Задача на смещение популяций. 

 

2.15.2 Краткое описание проводимого занятия: 
1. Миграционная матрица. 

Введём так называемую биологическую или миграционную матрицу  

                             От места М: К месту (

. А В С
А . . .
В . . .
С . . .

) 

Каждая точка в этой матрице представляет ту часть населения, в процентах, которая 

перемещается с одного места на другое за единицу времени. Эти части умножаются на 

значения ( число людей или ещё чего-либо) в местах А, В, С  и в результате получаются 

значения А, В и С спустя единицу времени: 

|
Перемещающаяся

 часть М
| × |

Значения в 
настоящий момент  𝒏

| =  |
Значение в 

последующий момент 𝒏′
| 

Это матричное уравнение для миграции (переселения). Если эту операцию повторять 

несколько раз мы увидим как миграция, представленная матрицей  М сказывается на зна-

чениях в местах А, В и С по пришествии нескольких промежутков времени. По мере уве-

личения числа умножений матриц, эти величины всё меньше зависят от их начальных 

значений, и некоторое время спустя они начинают зависеть, лишь от миграционной мат-

рицы М. Покажем это на примере: 

Пусть имеется матрица M =  (

𝟐

𝟑

𝟏

𝟑
𝟏

𝟑

𝟐

𝟑

)для движениями между двумя популяциями, со-

держащими соответственно 54 и 108 особей, то есть возьмём n = (
54

108
). 

После миграции новые численности популяций представляются элементами вектора n’, 

где:     n’ = M × n = (

𝟐

𝟑

𝟏

𝟑
𝟏

𝟑

𝟐

𝟑

)  × (
54

108
) =  (

72
90

) 

Повторение миграции приведёт к вектору: 

n’’ = M × n’ =  (

𝟐

𝟑

𝟏

𝟑
𝟏

𝟑

𝟐

𝟑

)  × (
72
90

)  = (
78
84

) 

и далее к  (
80
82

)  и в конце концов к (
81
81

). Следовательно, (
81
81

) – собственный вектор 

матрицы М, соответствующий собственному значению 1. Отсюда следует, что любая 

симметричная картина миграции, представленная элементами матрицы М, не изменяет 

численности двух популяций, как только последние становятся равны. 

 

2. Задача на смещение популяций. 

Обратимся к важному явлению в биологии, которому подвержено множество человече-

ских популяций – смещению. Под этим термином будем подразумевать объединение 

групп людей с различными генетическими характеристиками и последующее случайное 

спаривание. С этим процессом возникает вопросы:  можно ли предсказать последствия 

смешения населения? Заключается ли в наших генах вся история смешения различных 

рас? И др. На эти вопросы без участия математики биологам ответить трудно. Это обу-
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словлено сложной природой главной генетической системы – системы групп крови, а так 

же невозможностью обнаружения всех генотипов по её анализу. 

Чтобы как-то ответить на поставленные вопросы, используем введённую нами матрицу 

миграции и тот маленький опыт, который мы получили, рассматривая смещение двух по-

пуляций с её помощью. 

Теперь для Р популяции матрица смещения  квадратная и имеет порядок р×р. Элемент 

𝑚𝑖𝑗, стоящий в I - й строке и в  j – м столбце, представляет ту часть j – го  населения, ко-

торые мигрируют в I – е население. 

Нам нужно также определить матрицу Q, составленную из частот всех генов, во всех 

популяциях. Предположим нам надо рассмотреть k генов, тогда матрица Q должна иметь 

k столбцов и p строк. 

М = (

𝑚11 𝑚12 𝑚13 … 𝑚1р

𝑚21 𝑚22 𝑚23 … 𝑚2р

… … … … …
𝑚р1 𝑚р2 𝑚р3 … 𝑚рр

) ;                      Q =   (

𝑞11 𝑞12 𝑞13 … 𝑞1𝑘

𝑞21 𝑞22 𝑞23 … 𝑞2𝑘

… … … … …
𝑞𝑝1 𝑞р2 𝑞р3 … 𝑞р𝑘

) 

Каждая строка при этом в матрице Q описывает генетический фонд для одной из попу-

ляций. Понятие генетического фонда является важным для больших популяций со слу-

чайными спариваниями, так как по существу включает в себя все имеющиеся гены безот-

носительно к тем индивидуумам, которые ими обладают. В результате умножения матри-

цы Q слева на матрицу М, получается новая матрица Q’, описывающая состояние гено-

фондов в популяции после миграции и смешивание через одно поколение. 

Q’ = Q×M 

Каждый столбец матрицы Q можно рассматривать как вектор, который меняется в ре-

зультате миграции. Это совпадает с тем, что имеется в матричном уравнении для мигра-

ции. То, что эти векторы составляют вместе матрицу Q очень удобно, ибо теперь одно-

временное изменение различных генов во всех популяциях можно описать одним уравне-

нием. 

Что бы до конца разобраться, что происходит, упростим нашу задачу, сужая и конкре-

тизируя её. 

Пусть имеется только две популяции, в первой из которой геном А обладает 3
4⁄  насе-

ления, а во второй 1 2⁄  от общего количества.  Тогда соответственно геном В в первой по-

пуляции обладает 1
4⁄  а во второй 1

2⁄  населения. Пусть так же в каждом поколении 1
3⁄  

каждой популяции мигрирует в другую. Вопрос: к чему приведёт эффект смещения? 

Составим миграционную матрицу М, и матрицу частот всех генов Q: 

             М = (
2

3⁄ 1
3⁄

1
3⁄ 2

3⁄
);                                                         Q =   (

3
4⁄ 1

2⁄

1
2⁄ 1

4⁄
) 

Запишем миграционное уравнение и определим новые генетические частоты: 

Q’ = Q×M 

Q’ = (

2

3
×

3

4
 +

1

3
×

1

2

2

3
×

1

2
 +

1

3
×

1

4
1

3
×

3

4 
+

2

3
×

1

2

1

3
×

1

2
+

2

3
×

1

4

)   =   (

2

3

5

12
7

12

1

3

) 

Из найденных значений видно, что эффект смещения приводит к сближению частот ге-

на А в этих двух популяциях: более высокое значение 
3

4
 уменьшается до 

2

3
, а более низкое 

значение возрастает от 
1

2
, до 

7

12
. Относительно гена В можно сделать такой же вывод:   

Если мы захотим определить генетические частоты в следующем поколении, то нам 

потребуется миграционное уравнение: 

Q’’ = Q’×M и т.д. 

Задача, в общем-то решена, эффект смещения установлен. А в заключении хотелось бы 

отметить, что миграционное уравнение очень важно в популяционной генетики, так как 
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им можно воспользоваться так как им можно воспользоваться не только для определения 

изменения генетических частот по известным величинам миграции, но и наоборот, по из-

вестным частотам можно вычислить коэффициенты миграции. 

 

2.15.3 Результаты и выводы: Научились решать задачи по данной теме. 

 

 
2.16 Практическое занятие №16 (2 часа). 

Тема: «Дифференциальные уравнения первого и второго порядков» 
 

2.16.1 Задание для работы: 

1. Дифференциальные уравнения первого порядка. Уравнение с разделенными пере-

менными. Уравнение с разделяющимися переменными. 

2. Линейные однородные дифференциальные уравнения 2-го порядка с постоянными 

коэффициентами 

3. Решение задачи Коши. 

 

2.16.2 Краткое описание проводимого занятия: 

Найти частное решение уравнения ctgxуу )1(  , удовлетворяющее условию 

2
2









y . 

Решение. Данное уравнение является уравнением с разделяющимися переменны-

ми. Умножив обе части уравнения на dx  и разделив на множитель    )1( y , получим 

уравнение с разделенными переменными 

ctgxdx
y

dy


1
 или 

x

xdx

y

dy

sin

cos

1



. 

Интегрируя, имеем:   x

xdx

y

dy

sin

cos

1
. 

Cxy lnsinln1ln   

xCy sin1  

1sin  xCy  - общее решение заданного уравнения. Используя начальные усло-

вия, находим значение произвольной постоянной С. 

12

1
2

sin2





C

С


 

3C  

Следовательно, 1sin3  xy  есть частное решение, удовлетворяющее заданным 

начальным условиям. 

2.16.3 Результаты и выводы: научились применять дифференциальные уравнения 

в практических задачах. 

 

 

2.17 Практическое занятие № 17 (2 часа). 

Тема: «Системы дифференциальных уравнений» 
 

2.17.1 Задание для работы: 

1. Решение систем дифференциальных уравнений. 
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2.17.2 Краткое описание проводимого занятия: 

Пример  

Решить задачу Коши для системы дифференциальных уравнений 

 

с начальными условиями , . 

Решение: В задачах чаще всего система встречается с начальными условиями, по-

этому почти все примеры данного урока будут с задачей Коши. Но это не важно, по-

скольку общее решение по ходу дела все равно придется найти. 

Решим систему методом исключения. Напоминаю, что суть метода – свести си-

стему к одному дифференциальному уравнению. А уж дифференциальные уравнения, 

надеюсь, вы решаете хорошо. 

Алгоритм решения стандартен: 

1) Берем второе уравнение системы  и выражаем из него : 

  

2) Дифференцируем по  обе части полученного уравнения : 

 

Со «штрихами» процесс выглядит так: 

 

Важно, чтобы этот простой момент был понятен, далее я не буду на нём останав-

ливаться. 

3) Подставим  и  в первое уравнение систе-

мы : 

 

И проведём максимальные упрощения: 
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Получено самое что ни на есть обычное однородное уравнение второго порядка с 

постоянными коэффициентами. Со «штрихами» оно записывается так: . 

Составим и решим характеристическое уравнение: 

 

 – получены различные действительные корни, поэтому: 

. 

Одна из функций найдена, пол пути позади. 

Да, обратите внимание, что у нас получилось характеристическое уравнение с 

«хорошим» дискриминантом, а значит, мы ничего не напутали в подстановке и упроще-

ниях. 

4) Идём за функцией . Для этого берём уже найденную функ-

цию  и находим её производную. Дифференцируем по : 

 

Подставим  и  в уравнение (*): 

 

Или короче:  

5) Обе функции найдены, запишем общее решение системы: 

 

6) Найдем частное решение, соответствующее начальным условиям  

, : 

 
Здесь из первого уравнения я почленно вычел второе уравнение, более подробно о мето-

де можно прочитать в статье. Как решить систему линейных уравнений? 

Ответ: частное решение:  

http://www.mathprofi.ru/differencialnye_uravnenija_vtorogo_poryadka.html
http://www.mathprofi.ru/kak_reshit_sistemu_uravnenii.html
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Полученный ответ достаточно легко проверить, проверку осуществим в три шага: 

1) Проверяем, действительно ли выполняются начальные условия  

, : 

 

 

Оба начальных условия выполняются. 

2) Проверим, удовлетворяет ли найденный ответ первому уравнению систе-

мы . 

Берём из ответа функцию  и находим её производную:  

 

Подставим ,   и  в первое уравне-

ние системы: 

 

 

Получено верное равенство, значит, найденный ответ удовлетворяет первому 

уравнению системы. 

3) Проверим, удовлетворяет ли ответ второму уравнению системы  

Берём из ответа функцию  и находим её производную:  

 

Подставим ,   и  во второе уравне-

ние системы: 

 

Получено верное равенство, значит, найденный ответ удовлетворяет второму 

уравнению системы. 

Проверка завершена.  
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Что проверено? Проверено выполнение начальных условий. И, самое главное, по-

казан тот факт, что найденное частное решение  удовлетворя-

ет каждому уравнению исходной системы . 

2.17.3 Результаты и выводы: научились решать системы дифференциальных 

уравнений. 

 

 

2.18 Практическое занятие № 18 (2 часа). 

Тема: «Дифференциальные уравнения в биологии» 
 

2.18.1 Задание для работы: 

1. Применение дифференциальных уравнений в биологических задачах. 

 

2.18.2 Краткое описание проводимого занятия: 
Скорость размножения некоторых бактерий пропорциональна количеству бакте-

рий, имеющихся в наличии в рассматриваемый момент времени. Известно, что количество 

бактерий за один час утроилось. Как измениться количество бактерий через 5 часов, если 

первоначальное количество равно а? 

Решение. Пусть х – количество бактерий в момент времени t . Переменная  вели-

чина х является функцией переменной величины t . Скорость изменения величины х вы-

ражается производной 
dt

dx
. По условию задачи дифференциальное уравнение, описываю-

щее рассматриваемый процесс, имеет вид:  

xk
dt

dx
 , 

где к – некоторый коэффициент пропорциональности. 

Разделим переменные и решим составленное уравнение. 

kdt
x

dx
  

  kdt
x

dx
 

kt
C

x

Cktx





ln

lnln

 

откуда kte
C

x
  или kteCx  - общее решение уравнения. 

Значения произвольной постоянной С определяем из начальных условий: при 

ахt  ,0 . 

Следовательно, аСеСа к   ;0 . 

Таким образом, кtаех  или tkeax )(  - есть частное решение, удовлетворяющее 

заданным начальным условиям. 
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Чтобы определить коэффициент пропорциональности к, воспользуемся теми до-

полнительными условиями, которые указаны в задаче: при 1t  (за один час) количество 

бактерий утроилось, то есть х=3а. 

Следовательно, 1)(3 keaa   откуда 3ke и мы получаем зависимость между пе-

ременными: tax 3 .  

Чтобы ответить на вопрос задачи, находим количество х при 5t , 53 ax , 

ax 243 . 

Как видно, через 5 часов количество бактерий увеличится в 243 раза. 

Найти значение биомассы в момент T = 12, если в начальный момент ( 0t ) зна-

чение биомассы 100 т  и 
t

tk
21

1
)(


 . 

Решение. Составим дифференциальное уравнение, описывающее динамику раз-

вития популяции. Состояние популяции (в простейшем понимании – стада) можно оха-

рактеризовать массой т этой популяции (т.е. весом всего стада), причем масса т является 

функцией времени )(tтт  . Считаем, что скорость прироста биомассы пропорциональна 

биомассе популяции с коэффициентом )(tkk  . 

Скорость изменения биомассы характеризуется производной )(tт  (при 0т  - 

это скорость развития, при 0т  - скорость вымирания). По условию задачи kтт   или  

т
t

т
21

1


                                                      (1) 

Уравнение (1) является дифференциальным уравнением с разделяющимися пере-

менными. Разделим переменные т и t :  

т
tdt

dт

21

1


  

t

dt

т

dт

21
  

Отсюда после почленного интегрирования получаем: 

  


t

dt

т

dт

21
, т.е. Ctт ln)21ln(

2

1
ln   

В данном случае произвольную постоянную удобно взять в виде Cln . Из послед-

него равенства следует формула для общего решения дифференциального уравнения 

2

1

)21( tСт                                                       (2) 

Для определения значения произвольной постоянной С полагаем в равенстве (2) 

10,0 0  ттt . В результате получаем 

10,)021(10 2

1

 СС  

Таким образом, из общего решения дифференциального уравнения приходим к 

выражению 

ttт 2110)(                                         (3) 

Положим теперь в равенстве (3) 12Tt . Тогда  

50122110)12( т . 

Следовательно, в момент времени T = 12(ед.) значение биомассы будет составлять 

50 (ед.).  

 

2.18.3 Результаты и выводы: научились применять дифференциальные уравнение 

в биологических задачах. 
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2.19 Практическое занятие № 19 (2 часа). 

Тема: «Системы дифференциальных уравнений в биологии» 
 

2.19.1 Задание для работы: 

1. Применение систем дифференциальных уравнений в биологических задачах. 

 

2.19.2 Краткое описание проводимого занятия: 

Модель межвидовой конкуренции 

Пример. Взаимное влияние популяций двух конкурирующих видов на скорости их 

роста задается СДУ: 









)(2)()(

)()(2)(

tqtptq

tqtptp
 

Допустим, что начальные популяции насчитывают 200)0(,100)0(  qp  особей. 

Требуется найти численности обоих видов в любой последующий момент времени. Каков 

прогноз развития данных популяций? 

Решение. Решая систему, приходим к ЛОДУ второго порядка с постоянными коэф-

фициентами: 

034  ppp , 

которое дает общее решение вида tt eCeCtp 2

3

1)(  . 

Из первого уравнения системы получаем: )()(2)( tptptq  , что после непосред-

ственной подстановки дает: 
tttttt eCeСeCeCeCeCtq 2

3

12

3

12

3

1 )()(2)(   

Таким образом, общее решение СДУ имеет вид: 











tt

tt

eCeСtq

eCeCtp

2

3

1

2

3

1

)(

)(
 

Найдем частное решение СДУ. Для этого подставим в найденную систему начальные 

условия: 0t , 200)0(,100)0(  qp . Получим: 


















150

50

200

100

2

1

21

21

C

C

CС

CC
 

Итак, система вида  











tt

tt

eetq

eetp

15050)(

15050)(

3

3

 

позволяет найти численности обоих видов в любой момент времени. 

Так как во втором уравнении все коэффициенты при экспоненциальной функции по-

ложительны, то с течением времени численность второй популяции возрастает. Очевидно, 

что наступит момент времени, в который 0)( tp .  

015050 3  tt ee  

0)3( 2  tt ee  

02 te  

55,0t  

Таким образом, через 55,0t  ед. времени первый вид вымирает. 
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Модель кооперации видов 

Пример. Взаимное влияние популяций двух конкурирующих видов на скорости их 

роста задается СДУ: 









)(2)()(

)(4)(2)(

tqtptq

tqtptp
 

Допустим, что начальные популяции насчитывают 300)0(,100)0(  qp  особей. 

Требуется найти численности обоих видов в любой последующий момент времени. Каков 

прогноз развития данных популяций? 

Решение. Решая систему, приходим к ЛОДУ второго порядка с постоянными коэф-

фициентами: 

04  pp , 

которое дает общее решение вида teCCtp 4

21)(  . 

Из первого уравнения системы получаем: 
4

)()(2
)(

tptp
tq


 , или: 

te
CС

tq 421

22
)(   

Таким образом, общее решение СДУ имеет вид: 

















t

t

e
CС

tq

eCCtp

421

4

21

22
)(

)(

 

Учитывая начальные условия 300)0(,100)0(  qp , найдем частное решение СДУ.  






















250

350

22
300

100

2

1

21

21

C

C
CС

CC

 

Итак, система вида  















t

t

etq

etp

4

4

125175)(

250350)(
 

позволяет найти численности обоих видов в любой момент времени. 

Так как: 

350)(lim 


tp
t

 

175)(lim 


tq
t

, 

то при данных условиях каждая популяция достигает равновесного состояния, которое 

может поддерживаться в данной среде. 

время

популяции

ьчисленност

0

100

500

5,01,0
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2.19.3 Результаты и выводы: научились решать биологические задачи с помощью 

систем дифференциальных уравнений. 

 

 

2.20 Практическое занятие № 20 (2 часа). 

Тема: «Системы дифференциальных уравнений в биологии» 
 

2.20.1 Задание для работы: 

1. Решение систем логистических уравнений. 

 

2.20.2 Краткое описание проводимого занятия: 

Системы логистических уравнений 

Пример. Взаимодействие двух видов описывается СДУ 















))(104)(104,0)(()(

))(102)(10515,0)(()(

54

44

tqtptqtq

tqtptptp
 

Указать вид взаимодействия и дать биологическую интерпретацию каждому коэф-

фициенту. Найти равновесный размер популяций. 

Решение. Это взаимодействие вида «хищник – жертва», причем )(tp численность 

хищника, )(tq численность жертвы.  

Коэффициенты 15,0  и 4,0  означают естественную рождаемость вида хищника и ви-

да жертвы соответственно; 4105    и 5104   – их естественную смертность; коэффициент 

 410  смертность жертв за счет хищника; 4102   показывает рождаемость хищника за 

счет жертв.  

Решая систему 














4,0)(104)(10

15,0)(102)(105

54

44

tqtp

tqtp
, получаем: 









4575)(

2150)(

tq

tp
 – равно-

весные размеры хищника и жертвы. 

 
 

2.20.3 Результаты и выводы: научились решать биологические задачи с помощью 

систем дифференциальных уравнений. 

 

 

2.21 Практическое занятие №21 (2 часа). 

Тема: «Элементы математической статистики» 
 

2.21.1 Задание для работы: 

1. Построение полигона и гистограммы. 

 

t

)(tp

0

100

300
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2.21.2 Краткое описание проводимого занятия: 

Из крупного стада коров произведена случайная выборка, получено 20  вариант удоя 

коров за 300 дней лактации (в ц): 35,9; 35,3; 42,7; 45,2; 25,9; 35,3; 33,4; 27,0; 35,9; 38,8; 

33,7; 38,6; 40,9; 35,5; 44,1; 37,4; 34,2; 30,8; 38,4; 31,3. Получить вариационный ряд и по-

строить гистограмму относительных частот. 

Решение. Запишем исходные данные в виде ранжированного ряда, т.е. располагая их 

в порядке возрастания: 25,9; 27,0; 30,8; 31,3; 33,4; 33,7; 34,2; 35,3; 35,3; 35,5; 35,9; 35,9; 

37,4; 38,4; 38,6; 38,8; 40,9; 42,7; 44,1; 46,2. 

Максимальное значение признака составляет 2,46  ц, а минимальное – 9,25  ц. Раз-

ница между ними составляет 3,20  ц. Этот интервал надо разбить на определенное количе-

ство классов. При малом объеме выборки ( 20  – 40  вариант) намечают 5  – 6  классов. 

Возьмем длину классового интервала 5h . Получаем пять интервалов: первый 25  – 30 , 

второй 30  – 35 , третий 35  – 40 , четвертый 40  – 45 , пятый 45  –50  (начало первого 

класса не обязательно должно совпадать со значением минимальной варианты). 

С помощью ранжированного ряда определим частоту попадания вариант выборки в 

каждый интервал. В первый интервал попадет два значения ( 9,25  и 0,27 ), поэтому 21 п . 

Во второй интервал попадают пять значений, поэтому 52 п . Аналогично 93 п , 34 п , 

15 п . 

Теперь найдем относительные частоты попадания вариант выборки в каждый интер-

вал: 

1,0
20

21
1 

n

n
W       (в первый интервал); 

25,0
20

52
2 

n

n
W     (во второй интервал); 

45,0
20

93

3 
n

n
W      (в третий интервал); 

15,0
20

34
4 

n

n
W     (в четвертый интервал); 

05,0
20

15

5 
n

n
W      (в пятый интервал). 

 

Для проверки вычисляем сумму относительных частот: 

 

105,015,045,025,01,054321  WWWWW . 

 

Тот факт, что в сумме получили единицу, подтверждает правильность вычислений. 

По формуле 
h

W
Р i

i   вычислим плотности iP  относительных частот вариант. Полу-

чаем: 

h

W
Р 1

1  02,0
5

1,0
        (для первого интервала); 

h

W
Р 2

2  05,0
5

25,0
        (для второго интервала); 

09,0
5

45,03

3 
h

W
Р        (для третьего интервала); 

03,0
5

15,04
4 

h

W
Р        (для четвертого интервала); 
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01,0
5

05,05

5 
h

W
Р        (для пятого интервала). 

 

Полученные результаты сведем в таблицу: 

 

Интервал значений удоя (ц) 25 – 30  30 – 35  35 – 40  40 – 45  45 – 50 

Частоты вариант 
in  2 5 9 3 1 

Относительные частоты 
iW  0,1 0,25 0,45 0,15 0,05 

Плотность относительных частот 
iP  0,02 0,05 0,09 0,03 0,01 

 

Для построения гистограммы относительных частот частичные интервалы изобра-

жают на оси абсцисс, а значения плотностей относительных частот откладывают на оси 

ординат. 

 

 
 

2.21.3 Результаты и выводы: Научились наглядно представлять данные статисти-

ческого распределения. 

 

2.22 Практическое занятие № 21 (2 часа). 

Тема: «Элементы биометрии» 
 

2.22.1 Задание для работы: 

1. Вычисление основных выборочных характеристик. 

 

2.22.2 Краткое описание проводимого занятия: 

Из крупного стада коров произведена случайная выборка, получено 20  вариант удоя 

коров за 300 дней лактации (в ц): 35,9; 35,3; 42,7; 45,2; 25,9; 35,3; 33,4; 27,0; 35,9; 38,8; 

33,7; 38,6; 40,9; 35,5; 44,1; 37,4; 34,2; 30,8; 38,4; 31,3. Вычислить основные выборочные 

характеристики. 

Решение. Расчеты удобно проводить с помощью таблицы: 

 

№ опыта 
Результат об-

следования хi 
xxi   2)( xхi   

1 

2 

3 

35,9 

35,3 

42,7 

– 0,1 

– 0,7 

6,7 

0,01 

0,49 

44,89 

х

iP

25

01,0

30 35 40 45 500

02,0
03,0
04,0
05,0
06,0
07,0
08,0
09,0



76 

 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

45,2 

25,9 

35,3 

33,4 

27,0 

35,9 

38,8 

33,7 

38,6 

40,9 

35,5 

44,1 

37,4 

34,2 

30,8 

38,4 

31,3 

9,2 

– 10,1 

– 0,7 

– 2,6 

– 9,0 

– 0,1 

2,8 

– 2,3 

2,6 

4,9 

– 0,5 

8,1 

1,4 

– 1,8 

– 5,2 

2,4 

– 4,7 

84,64 

102,01 

0,40 

6,76 

81,00 

0,01 

7,84 

5,29 

6,76 

24,01 

0,25 

65,61 

1,96 

3,24 

27,04 

5,76 

22,09 

  720,3 0 490,15 

 

Просуммировав варианты 
iх , занесем сумму  iх в нижнюю строку таблицы под 

соответствующим столбцом. Разделив эту сумму на 20, получим: 

0,36015,36 х . 

Теперь заполняем следующий столбец таблицы, в который записываем разность 

xхi  . Для контроля можно вычислить сумму всех таких разностей. Если разности вы-

числены правильно, то их сумма равна нулю. 

Затем возводим эти разности в квадрат и заполняем последний столбец таблицы. 

Вычислив сумму   15,490)( 2xхi  и разделив ее на 191201 п . Получим значе-

ние дисперсии 

8,25
19

15,4902 s . 

Извлекая квадратный корень из величины 2s , находим: 

08,5s , 

затем ошибку средней: 

34,1
47,4

08,5

20

08,5


x
s . 

Вычисляем коэффициент вариации: 

 

%14%100
36

08,5
V . 

Поскольку %20%10 V , то изменчивость удоев за 300 дней следует считать сред-

ней. 

Таким образом, 36x , 8,252 s , 08,5s , 34,1
x

s , %14V . 

 

2.22.3 Результаты и выводы: Научились вычислять выборочные характеристики. 
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2.23 Практическое занятие №23 (2 часа). 

Тема: «Доверительные интервалы» 
 

2.23.1 Задание для работы: 

1. Нахождение доверительного интервала для математического ожидания. 

2. Нахождение доверительного интервала для среднеквадратического отклонения. 

 

2.23.2 Краткое описание проводимого занятия: 

По выборке объема 16n  из генеральной совокупности определены выборочная 

средняя 7,41x  и исправленное среднее квадратическое отклонение 4s . Найти 95-

процентный доверительный интервал для генеральной средней. 

Решение. По условию задачи дана малая выборка ( 30n ), поэтому доверительный 

интервал имеет вид: 











n

s
tx

n

s
txI  ; , 

где 7,41x , 4s , 16n , а t  определяется по таблице приложения 4. Для 95,0  и 

16n  имеем 13,2t . 

Тогда  

 83,43;57,39
16

4
13,27,41;

16

4
13,27,41 








I . 

 

Итак, доверительный интервал равен  83,43;57,39 . 

По выборке объема 45n  из генеральной совокупности определены выборочная 

средняя 28x  и исправленное среднее квадратическое отклонение 6,2s . С надежно-

стью 99,0  определить доверительный интервал для генеральной средней. 

Решение. По условию задачи дана большая выборка ( 30n ), поэтому доверитель-

ный интервал имеет вид: 











n

s
tx

n

s
txI ; , 

где 28x , 6,2s , 45n . 

Величина t  есть аргумент функции Лапласа, при котором 495,0
2

99,0

2
)( 


tФ . 

По  таблице приложения 3 находим: 58,2t . 

Тогда  

 29;27
45

6,2
58,228;

45

6,2
58,228 








I . 

Итак, доверительный интервал равен  29;27 . 

По выборке объема 20n  из генеральной совокупности определено исправленное 

среднее квадратическое отклонение 5,3s . Найти 95-процентный доверительный интер-

вал для генерального отклонения. 

Решение. Доверительный интервал для генерального среднего квадратического от-

клонения имеет вид:  

  

  








.1,1;0

,1,)1(;1

qïðèqs

qïðèqsqs
I   

Величину q  определяем по таблице приложения: 
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37,0)20;95,0(  qq . 

Так как 1q , то 

  )1(;1 qsqsI  . 

Тогда  

   8,4;2,2)37,01(5,3;)37,01(5,3 I . 

Итак, доверительный интервал равен  8,4;2,2 . 

Высота растений яровой пшеницы Х  – случайная величина, имеющая нормальное 

распределение. Сколько необходимо отобрать растений, чтобы с вероятностью в %95  вы-

борочная средняя отличалась от математического ожидания меньше, чем на 2  см, если 

известно, что 7,5s ? 

Решение. Имеем 95,0 , тогда  

475,0
2

95,0

2
)( 


tФ . 

По таблице приложений находим: 96,1t .  

Тогда 

2,31
2

7,596,1
2

22




n . 

Таким образом, 32n . 

 

2.23.3 Результаты и выводы: научились находить доверительные интервалы. 

 

 

2.24 Практическое занятие № 24 (2 часа). 

Тема: «Теория корреляции» 
 

2.24.1 Задание для работы: 

1. Построение корреляционной таблицы. 

2. Вычисление коэффициента корреляции. 

 

2.24.2 Краткое описание проводимого занятия: 

 

Для 10 петушков леггорнов 15-дневного возраста были получены следующие дан-

ные о массе их тела X  (г) и массе гребня Y  (мг): 

 

iх  83 72 69 90 90 95 95 91 75 70 

iу  56 42 18 84 56 107 90 68 31 48 

 

Требуется: 

найти коэффициент корреляции и сделать вывод о тесноте и направлении линейной 

корреляционной связи между признаками; 

Решение. Сначала сделаем промежуточные вычисления, которые удобно распола-

гать в виде таблицы: 

 

№  
iх  iу  xхi   

2)( xxi   yy i   
2)( yy i   ))(( yyxx ii   

1 

2 

83 

72 

56 

42 

0 

–11 

0 

121 

– 4 

– 18 

16 

324 

0 

198 
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3 

4 

5 

6 

7 

8 

9 

10 

69 

90 

90 

95 

95 

91 

75 

70 

18 

84 

56 

107 

90 

68 

31 

48 

–14 

7 

7 

12 

12 

8 

– 8 

– 13 

196 

49 

49 

144 

144 

64 

64 

169 

– 42 

24 

– 4 

47 

30 

8 

– 29 

–12 

1764 

576 

16 

2209 

900 

64 

841 

144 

588 

168 

-28 

564 

360 

64 

232 

156 

  830 600 0 1000 0 6854 2302 

 

Вычисляем средние: 

83
10

830
х ;  60

10

600
у . 

 

Теперь заполняем последние пять столбцов таблицы. Суммируя элементы в соответ-

ствующих столбцах, находим: 

 

  1000)( 2xхi , 

  6854)( 2yyi , 

  2302))(( yyxx ii . 

 

Подставляя вычисленные значения в формулу (83), получаем: 

 

88,0
68541000

2302



r . 

 

Вывод: между массой тела X  и массой гребня Y  у 15-дневных петушков существу-

ет тесная положительная линейная корреляционная связь. 

 

2.24.3 Результаты и выводы: научились применять теорию корреляции в задачах 

сельского хозяйства. 

 

2.25 Практическое занятие № 25 (2 часа). 

Тема: «Теория корреляции» 
 

2.25.1 Задание для работы: 

1. Составить уравнение прямой регрессии  Y  на  X . 

2. Построить линию регрессии. 

 

2.25.2 Краткое описание проводимого занятия: 
Для 10 петушков леггорнов 15-дневного возраста были получены следующие дан-

ные о массе их тела X  (г) и массе гребня Y  (мг): 

 

iх  83 72 69 90 90 95 95 91 75 70 

iу  56 42 18 84 56 107 90 68 31 48 

 

Требуется: 
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составить уравнение прямой регрессии  Y  на  X . 

Решение. 1) Сначала сделаем промежуточные вычисления, которые удобно распола-

гать в виде таблицы: 

 

№  
iх  iу  xхi   

2)( xxi   yy i   
2)( yy i   ))(( yyxx ii   

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

83 

72 

69 

90 

90 

95 

95 

91 

75 

70 

56 

42 

18 

84 

56 

107 

90 

68 

31 

48 

0 

–11 

–14 

7 

7 

12 

12 

8 

– 8 

– 13 

0 

121 

196 

49 

49 

144 

144 

64 

64 

169 

– 4 

– 18 

– 42 

24 

– 4 

47 

30 

8 

– 29 

–12 

16 

324 

1764 

576 

16 

2209 

900 

64 

841 

144 

0 

198 

588 

168 

-28 

564 

360 

64 

232 

156 

  830 600 0 1000 0 6854 2302 

 

Вычисляем средние: 

83
10

830
х ;  60

10

600
у . 

Теперь заполняем последние пять столбцов таблицы. Суммируя элементы в соответ-

ствующих столбцах, находим: 

 

  1000)( 2xхi , 

  6854)( 2yyi , 

  2302))(( yyxx ii . 

Используя данные из таблицы, по формуле находим коэффициент регрессии XYb : 

3,2
1000

2302
XYb . 

Подставляя теперь в формулу найденные значения 3,2,60,83  XYbyx , имеем: 

)83(3,260  xy . 

Последнее уравнение преобразуем к виду 

9,1303,2  xy . 

Отметим, что полученная математическая модель (уравнение прямой регрессии) об-

ладает прогнозирующими свойствами лишь при изменении х  от 69 до 95. Так, например, 

можно с достаточной степенью достоверности считать, что при массе петушка 80 г масса 

его гребня составит: 

5356,1328032,2 у  мг. 

Таким образом, 88,0r , 9,1303,2  xy . 

2.25.3 Результаты и выводы: научились применять теорию корреляции в задачах 

сельского хозяйства. 

 


