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1. КОНСПЕКТ ЛЕКЦИЙ 

 

1.1. Лекция 1 (2 ч.)  

Тема: Действительные числа. Понятие функции. Теория пределов числовых последователь-

ностей 

1.1.1  Вопросы лекции: 

 

1.Понятие о числовых множествах. Элементы топологии. 

2. Интервалы, их классификация. 

3. Понятие функции. Способы задания функции, график, область определения. 

4.Классификация функций, обратная функция. 

5. Числовые последовательности, их сходимость. 

1.1.2. Краткое содержание вопросов: 

 

1.Понятие о числовых множествах. Элементы топологии. 

Множество – совокупность, набор каких-либо предметов (объектов) произвольной 

природы, объединенных по какому – либо общему для них признаку (множество студентов 

данной группы, множество цветных телевизоров в гостинице, множество чисел первого де-

сятка, множество точек на прямой и т. д.). Немецкий математик Г.Кантор считал, что «мно-

жество есть многое, мыслимое нами как единое».Понятие множества, точки, числа прихо-

дится принимать без определения. 

Объекты, из которых состоит множество, называют его элементами. Если элементами 

множества являются числа, то оно называется числовым множеством. Множества обозна-

чаются большими буквами латинского алфавита А, В, С,…, а их элементы- малыми буквами 

этого алфавита. Если элемент х принадлежит множеству А, то пишут х А, если же х не при-

надлежит множеству А, то пишут х А. 

Множества можно задать двумя способами: 

1) перечислить его элементы; 

2) описать его элементы с помощью характеристического свойства. 

 Множество, не имеющее элементов, называют пустым и обозначают Ø. 

Примеры пустых множеств: 

1) Множество действительных чисел, являющихся корнями уравнения 

х
2 

+1=0. 

2) Множество треугольников, сумма углов которых ≠ 180. 

3) Множество решений системы уравнений 

3х +4у =7 

6х +8у = 10 

Множества бывают конечными и бесконечными.  

Например, множество А= { 0,1,2,3,4,5,6,7,8,9 } всех цифр - конечное, а множество всех 

целых чисел, составленных из этих цифр - бесконечное. 

Одно и то же множество может быть задано разными характеристическими свойства-

ми: множество А ={ 2,4 } можно определить как множество четных чисел, удовлетворяющих 

неравенству А = { х: 1 < x < 5, х- четное} и как множество корней квадратного уравнения 

х
2
 – 6 х + 8 = 0: А = { х: х

2
 – 6 х + 8 = 0 } 

Примеры множеств в геометрии, описываемых характеристическими свойствами: 

биссектриса угла – геометрическое место точек плоскости, лежащих 

внутри угла и равноудаленных от его сторон; 
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окружность- геометрическое место точек плоскости, равноудаленных от фиксирован-

ной точки – центра окружности. 

Множество, содержащее все те элементы, которые встречаются в контексте проводи-

мых рассуждений, называется универсальным и обозначается Е. 

Два множества А и В считаются равными, если они состоят из одних и тех же элемен-

тов: А = В ↔ для любого х ( х А ↔ х В). 

Прямая, на которой выбраны направление, начало отcчета точка O и масштаб, назы-

вается числовой осью. Между действительными числами и точками числовой оси сущест-

вует взаимно-однозначное соответствие: числу m∈R соответствует на оси точка M с абс-

циссой m. И обратно, каждой точке M числовой оси соответствует число m∈R абсцисса 

этой точки. Точка M лежит справа от точки O, если m>0 слева от точки O, если m<0 сов-

падает с точкой O, если m=0. Поэтому действительные числа часто называют точками, 

что позволяет геометрически изображать числовые промежутки на числовой оси. 

Любой интервал числовой оси, содержащий данную точку a, называют окрестностью 

этой точки и обозначают O(a). Если этот интервал симметричен относительно точки a и 

имеет длину 2ε, то его называют ε− окрестностью точки a и обозначают Oε(a). Очевидно, 

что любая точка x∈Oε(a) удовлетворяет неравенствам a−ε<x<a+ε. 

Правой (левой) δ− полуокрестностью точки a называют интервал a<x< a+δ (a−δ<x< 

a) и обозначают O+δ(a) (O+δ(a)) 

Окрестность точки a без самой точки a называют проколотой окрестностью этой 

точки и обозначают O(a)\a. 

Множество значений x, для которых x>M, где M>0 некоторое число, называют M− 

окрестностью символа ∞ и обозначают OM(∞). Множество значений x>M (или x<M) , где 

M∈R, называют M− окрестностью символа +∞ (или −∞) и обозначают OM(+∞) (или 

OM(−∞)). 

Точка a называется внутренней точкой множества A, если существует окрестность 

этой точки, содержащая точки только этого множества и не содержащая точек, не при-

надлежащих множеству A. Точка a называется граничной точкой множества A, если лю-

бая ее окрестность содержит как точки, принадлежащие множеству A, так и точки, не 

принадлежащие множеству A. 

Например, x=1 для полуинтервала [0,2) есть внутренняя точка, x=0, x=2 граничные точ-

ки, причем точка x=0 принадлежит данному полуинтервалу, а точка x=2 не принадлежит. 

Множество A⊂R называется ограниченным сверху, если ∃M∈R:x≤M ∀x∈A. 

Множество A⊂R называется ограниченным снизу, если ∃m∈R: x≥m ∀x∈A. 

Множество A⊂R называется ограниченным, если оно ограничено и сверху, и снизу, т.е. 

∃m,M∈R: m≤x≤M ∀x∈A. Из этого определения следует, что множество A⊂R ограничено, 

если ∃c>0, c∈R: |x|≤c  ∀x∈A. 

Множество, не являющееся ограниченным, называется неограниченным. 

Например, множество A={x:x<2} ограничено сверху, так как x<2 ∀x∈A (M=2). Множе-

ство A={n:n∈N} ограничено снизу, так как n≥1 ∀n∈N (m=1). Ограниченными являются 

множества точек отрезка, конечного интервала или конечного полуинтервала. Множест-

во A={xn:xn=1n,n∈N} ограничено, так как 0˂1n≤1, или ∣∣1n∣∣≤1 ∀n∈N (c=1). 

Множество A={x:|x−2|≥1}, состоящее из элементов x, для которых x≥3 или x≤1, является 

неограниченным. 

Точные верхняя и нижняя грани множества 

Рассмотрим произвольное множество  действительных чисел . Может случиться, что 

в нем имеется наибольшее (максимальное) число, которое мы обозначим через . В этом 

случае пишут 

. 
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Может случиться, что среди чисел   имеется наименьшее (минимальное), равное 

числу . Тогда пишут 

. 

Если множество  конечно, т. е. состоит из конечного числа чисел 

, 

то среди них всегда есть наибольшее и наименьшее. 

Однако это не всегда так, если  - бесконечное множество. 

Приведем примеры: 

1)  ,   2)  , 

3)  ,   4)  ,   5)  ,   6)  . 

Множество  не имеет наибольшего и наименьшего чисел. Интервал  тоже не 

имеет наибольшего и наименьшего чисел. При этом здесь не имеет значения, будут ли чис-

ла  конечными или бесконечными. Каково бы ни было число , т. е. число, 

удовлетворяющее неравенствам , всегда найдутся числа , ; такие, 

что . 

Множество  не имеет наибольшего элемента, но имеет наименьший . Множест-

во  имеет наибольший элемент  , но не имеет наименьшего. 

Очевидно также ,  , , однако максимального 

числа в  нет. 

Возникает вопрос о введении для произвольного множества  чисел, которые по воз-

можности заменяли бы  и . Такими числами (конечными или бесконечными) 

являются точная верхняя грань 

 
и точная нижняя грань 

 
множества. 

Пусть множество  ограничено сверху. 

Число  (конечное) называется точной верхней гранью множества , если для него 

выполняются два условия: 

1) , 

 2) для любого  существует точка   такая, что выполняются неравенства 

. 

Говоря другими словами,  есть наименьшая из верхних границ (мажорант). 

Пусть множество   ограничено снизу. 

Число  (конечное) называется точной нижней гранью множества , если для него вы-

полняются два условия: 

1) , 

2) для любого  существует точка   такая, что 

http://sernam.ru/book_e_math.php?id=87
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, 

т. е.  есть наибольшая из нижних границ. 

Очевидно, если в множестве  действительных чисел имеется наибольшее (наимень-

шее) число, т. е. существует , то 

. 

,  - сокращения латинских слов supremum – наивысший, infimum – наинизший. 

Эта терминология не совсем не совсем удачна, потому что, например,  не всегда 

есть наивысший элемент в множестве . 

П р и м е р. Множество 

 

имеет наименьшее число, равное . Однако оно не имеет наибольшего, 

потому что . Все же оно ограничено сверху числом 1 или любым числом, 

большим 1. Но число 1 играет исключительную роль – оно есть точная верхняя грань 

 . 

В самом деле: 

1) , 

2) для   . 

Мы дали определение точной верхней (нижней) грани для множества, ограниченного 

сверху (снизу). 

Если множество  не ограничено сверху (снизу), то его точной верхней (нижней) гра-

нью естественно назвать символ :  (соответственно ). 

Иногда, когда нет опасности путаницы, вместо  пишут  . 

П р и м е р ы. Для множеств 1) – 6), приведенных выше, имеет место 

 

где  и  могут быть конечными и бесконечными числами. 

Можно дать общее определение точной верхней (нижней) грани множества, которое го-

дится для любого множества (ограниченного и неограниченного). 

Число  (соответственно ), конечное или бесконечное, называется точной верхней 

(нижней) гранью множества  (рис. 9 и 10), если выполняются условия: 

1) ; 

2) для любого (конечного!)  существует  такое, 

что . 
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Рис. 9                                                  Рис. 10 

В этой формулировке не приходится употреблять разность  (сумму ), это не 

имеет смысла при  . 

Справедлива теорема принципиального значения. 

Т е о р е м а. Если не пустое множество  действительных чисел ограничено сверху 

(снизу) конечным числом  (соответственно ), то существует число М≤К (м≥к), являю-

щееся точной верхней (нижней) гранью . 

 

2. Интервалы, их классификация. 

Важнейший принцип аналитической геометрии: между множеством действитель-

ных чисел и множеством точек числовой прямой существует взаимно однозначное соответ-

ствие. 

Свойство плотности: между двумя любыми числами на числовой прямой всегда су-

ществует бесконечное множество как рациональных, так и иррациональных чисел. Напри-

мер, между 0,9 и 1 имеется число 0,99 (но 0,(9)=1).  

[a,b] – сегмент, отрезок, замкнутый промежуток: [a,b]={x: a x b}.  

(a,b) – интервал или открытый промежуток: (a,b)={x: a<x<b}. 

Определение: ε-окрестностью точки а (ε>0) называется интервал вида    (а-ε; а+ε) (рис. 

1). Для нее используется обозначение U(а ;ε). Здесь а – центр, а  ε – радиус окрестности. 

Окрестности точки бывают как угодно малые, но самой малой окрестности не сущест-

вует. 

Отношения «Точка х принадлежит ε-окрестности точки а» можно записать любыми из 

следующих эквивалентных способов: 

1) );;(aUх    2) ;axa    3) ;,aax    4) ;,ax   

5) ;ax    6) ax . 

Пусть дано числовое множество А. 

Определение: Множество А называется ограниченным сверху, если существует такое 

число М, что для всех элементов х данного множества выполняется неравенство Мх . 

А ограничено сверху MxAxxM
def

 

М- называется верхней границей множества А. 

Определение: А – ограничено снизу mxAxxm
def

 

Если множество ограничено и сверху и снизу, то оно называется ограниченным. 

Примеры 

1. Рассмотрим N- множество натуральных чисел. Сверху оно не ограничено, а снизу 

ограничено, и его нижними границами являются, например, числа 1 или 0, или -2,5 и т.д. 

2. А – множество правильных дробей. 

А- ограничено, т.к. его нижней границей является, например, 0, а верхней, например, 1. 

Замечание: не следует путать понятие конечного множества и ограниченного. Всякое 

конечное множество является ограниченным. Но не всякое ограниченное множество являет-

ся конечным. Например, множество правильных дробей является ограниченным, хотя и бес-

конечным. 

U(a,b) 

 

а 

 

а-ε а+ε 

 

Рис. 1 



9 

 

Множество считается неограниченным, если оно не ограничено хотя бы с одной сторо-

ны. 

Определение: Точной верхней границей множества называется наименьшая из всех 

верхних границ. Обозначается mumAerA supsup . Аналогично определяется точная ниж-

няя граница: imumAA nfiinf . 

Аксиома непрерывности множества R: Если множество ограниченно сверху, то оно 

обязательно имеет точную верхнюю границу. 

Аналогичное утверждение верно и для нижней границы. 

Данная аксиома характеризует свойство непрерывности (сплошности, полноты) мно-

жества действительных чисел.  

 

3. Понятие функции. Способы задания функции, график, область определения. 

Пусть даны два множества Х и У.  

Определение: Функцией, отображающей Х в У, называется соответствие, при котором 

каждому элементу х є Х соответствует единственный элемент у є У. Обозначается это так: 

YXf : . Множество Х называется областью определения функции, множество У – обла-

стью значений функций. Значение функции в точке х обозначается f(x). 

Замечание:  f  и  f(x) – означают не одно и то же, так как f –функция, т.е. некоторое со-

ответствие, а f(x)– элемент из У, т.е. значение функции в данной точке х. Однако в дальней-

шем, где это не может внести путаницу, мы будем функцию f также обозначать f(x).  

Определение: Множеством значений функции называется те значения у из У, которые 

отвечают хотя бы одному значению хєХ. Обозначается множество значений 

Xxxfyyxf : . 

 Например, если 2xxf , то 4;02;1f , 1;1sinR  и т.д. Всегда Yxf . Ес-

ли f(x) совпадает с У, то мы говорим, что функция f  отображает Х на У. Обычно для задания 

функции достаточно знать область определения функции и закон соответствия. 

Способы задания функции бывают следующие: 

1) аналитический способ;    2) графическое задание;   3) табличный способ; 

4) перечисление множества пар вида xfx;  и так далее. 

Если функция задана множеством пар, то обязательно требование, чтобы среди пар не 

было разных с одинаковым первым элементом. Например, множество {(Оренбург, 2); (дом, 

стол); (∆, стол)} является функцией, но если к этому множеству добавить пару (∆, 0), то та-

кое множество уже не будет функцией. 

 Функция определяет однозначное соответствие в одну сторону, но не требуется, чтобы 

обратное соответствие в одну сторону, но не требуется, чтобы обратное соответствие тоже 

было однозначным. Однако, если соответствие  YXf : , определяемое данной функцией, 

является взаимно однозначным, то функция называется обратимой, а соответствие  

XY называется обратной функцией и обозначается 
1f . 

Приняты обозначения: область определения - fD ; множество значений - f . При этом 

всегда YDf ff , где У – область значений. 

Замечание: Не следует путать понятие функции и формулы, ибо: 

1. Формула является лишь одним из возможных способов задания функции. 

2. Некоторые функции задаются несколькими формулами.  

3. Для некоторых числовых функций вообще нет формул. Например, функция Дирихле 

определяется так: 

ьноиррационалхесли

орациональнхесли
xD

,0

,1
)(  
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Например: .02;1
2

1
0 DDD  

Область определения – вся числовая прямая. Множество значений {0;1}. График этой 

функции построить невозможно. При задании функций принято одновременно задавать ее 

область определения. Может оказаться так, что разные функции задаются одинаковыми 

формулами, но имеют разные области определения.  

Если функция усмотрена из конкретной практической задачи, то ее область определе-

ния может быть заранее не дана. И тогда ее установить из данной задачи.  

Замечание: Если функция задана формулой и практическое происхождение формулы 

неясно, а также область определения функции не указана, то условились под естественной 

областью определения этой функции понимать область определения соответствующего 

аналитического выражения. Например: 

1) 24 xy . Здесь 2404 22 xxx  т.е. 2;2yD . 

2) Функции xyxy lg2,lg 2  разные, так как у них разные области определения, но 

если у первой функции дополнительно положить ;0yD , то они одинаковые. 

4.Классификация функций, обратная функция. 

Определение: Функция f называется неубывающей (невозрастающей) на множестве Х, 

если для любых х1 и х2 ХхХх 21 , . Из того, что 12 xх  следует, что 

1212 xfxfxfxf . 

)(xf  - неубывающая (невозрастающая) на 21, xxX
def

 

)( 12121221 xfxfxfxfxxXxXx . 

Невозрастающие и неубывающие функции называются монотонными. 

Если в предыдущем определении между значениями функции будет стоять знак стро-

гого неравенства, то функция будет назы-

ваться возрастающей и убывающей (функ-

ция тогда называется строго монотонной). 

Определение: Функция f называется 

ограниченной на множестве Х, если множе-

ство ее значений f(x), принимаемых на дан-

ном множестве Х, является ограниченным 

(рис. 1).  

Например, xx cos,sin  ограничены на 

множестве R, функция tgx  в своей естест-

венной области определения не ограничена, 

но она является ограниченной, например, на 

4
,0 , так как 10 tgx , если 

4
,0x  

(рис. 2). 

Определение: Функция f называется 

четной (нечетной), если выполняется: 

 

1) Область определения симметрична 

относительно точки х=0, т.е. :x  

ff DxDx . 

2) 

)()()()(: xfxfxfxfDx f  

Примеры 

M 

m 

b a 

у= f(x) 

 0 

 

х 

 

у 

 

Рис. 2 

1 

 

0 

 

х 

 

у 

 

Рис. 3 

4
 

2
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1) 2xy  - четная. 2) 3xy  - нечетная. 3) 
x

x
y

sin
- четная. 4) 1xy - функция ни 

четная, ни нечетная, так как 1xxy . 5) 
1

1
)(

2

x

xx
xf  при 1x  .f(x) – ни четная, ни 

нечетная, так как ее область определения не симметрична относительно х=0. 

6) 0)(xf  - функция четная и нечетная одновременно. четной функции симметричен 

относительно оси ОУ (осевая симметрия). График нечетной функции симметричен относи-

тельно начала координат (центральная симметрия).  

Определение: Функция f называется периодической с периодом T>0, если: 

1) ff DTxDxx :  

2) xfTxfDxx f )(: . 

1. Например, xsin  и xcos  имеют период ...,6,42 или . 

2. tgx  и ctgx  имеют период ...,3,2или  

3. Txxf ,2sin . 

Действительно, 

xfxxxxf 2sin22sin2sin

 ;0fD . 

4. 
2

sin xxY      (рис. 4). 

Здесь нарушается первое требо-

вание определения, т.е. функция не 

является периодической. 

5. Периодические функции бы-

вают не только среди тригонометрических. Например, функция Дирихле является периоди-

ческой. Периодом ее является любое положительное рациональное число. Наименьшего пе-

риода нет.  

5. Числовые последовательности, их сходимость. 

Определение. Числовой последовательностью называется функция, заданная на мно-

жестве всех натуральных числе: 

...,1,...,,3,2,1 nfnffff  

или 

nnn xxxxxx ...,,...,,,, 1321  

nx  - общий член последовательности. 

Способы задания последовательности могут быть такие же, как и у других функций: 

1. Аналитический. Например, ...,
1

...,,
4

3
,

3

2
,

2

1
..,

1 n

n
xет

n

n
x nn  

2. «Кусочный». Например,  

...,0,
5

1
,0,

3

1
,0,1..,0

,
1

n

n

xетчетноеnесли

нечетноеnесли
n

x  

В отличие от других функций для последовательности есть своеобразный способ зада-

ния – рекуррентный. Например, ;21x  nn xx 21  Nn  т.е. 

Определение: Последовательность nx  называется неубывающей (невозрастающей), 

если nnnn xxxxNn 11: . 

2

sin xy  

3π 

 

2π 

 

π 

 

1 

 

-1 

 

0 

 

х 

 

у 

 

Рис. 4 
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Замечание: Не следует путать понятие последовательности и множества членов после-

довательности. Сама последовательность nx  есть функция, а члены последовательности 

nx – это значения функции. 

Обозначается: nx  - последовательность,  

                          nх  - множество членов последовательности. 

Пусть 
n

nx 1 . Выпишем подробно эту последовательность: 

1;1...;;1;1;1;1;1 nn xноx . 

Рассмотрим примеры. 

1) 
n

x
n

n

1
1  (рис. 5) 

...;
6

1
;

5

1
;

4

1
;

3

1
;

2

1
;1nx  

Какую бы малую окрестность точки х=0 мы ни взяли, вне этой окрестности окажется 

лишь конечное число членов. Другой такой точки нет. Точка х=0 является пределом этой по-

следовательности. Запишем это так: 0
1

1lim
n

n
. 

2) ...4;3;2;1.., nn xетnx  Эта последовательность предела не имеет. 

3) 
1

1
n

n
x

n

n     (рис. 6). 

...;
7

6
;

6

5
;

5

4
;

4

3
;

3

2
;

2

1
nx  . Члены последовательности как угодно близко подходят к 

точкам 1 и -1. 

 

 

 

 

 

Однако вне нарисованной окрестности точки х=1 имеется бесконечное число членов 

данной последовательности. Поэтому 1 не является пределом этой последовательности, ана-

логично -1 тоже не является пределом. 

Определение:  Число а называется пределом последовательности nx , если какую бы 

малую окрестность точки а мы ни взяли, вне этой окрестности будет находиться лишь ко-

нечное число членов последовательности. Запишем это так:  axnlim  или axn . 

Если последовательность имеет предел, то она называется сходящейся. В противном 

случае – расходящейся. 

Определение: Точка а называется пределом последовательности nx , если какую бы 

малую окрестность этой точки мы ни взяли, все члены последовательности, начиная с неко-

торого номера, попадут в эту окрестность, т.е. 

,,lim aUxNnnNaUax n

def

n  

или 

axNnnNax n

def

n 0lim  

Свойства сходящихся последовательностей 

1. Единственность предела: всякая сходящаяся последовательность может иметь только 

один предел. 

2. Если последовательность сходится, то любая ее подпоследовательность также схо-

дится к тому же пределу. 

х 

 
2

1
 

4

1
 

6

1
 -

5

1
 -

3

1
 

0 

 

1 

 

х2 

 

х4 

 

х6 

 

х5 

 

х3 

 

х1 

 
-1 

 
Рис. 5 

х 

 

-
2

1
 

3

2
 

5

4
 

7

6
 

-
6

5
 

-
4

3
  

0 

 

1 

 

х2 

 

х4 

 

х6 

 

х5 

 

х3 

 

х1 

 
-1 

 Рис. 6 
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3. Всякая сходящаяся последовательность является ограниченной. 

4. Переход к пределу в неравенстве: пусть даны nn уиx )( . Причем nn yxn : , и 

пусть byax nn , . Тогда справедливо ba . 

5. Свойство промежуточной последовательности: пусть nnn zyx . Если крайние по-

следовательности nn zx , имеют одинаковый предел, то и промежуточная последовательность 

ny  также сходится и имеет тот же предел. 

 

1.2 Лекция 2-4 (6 ч.)  

Тема: Теория пределов функций одной действительной переменной. Непрерывность функ-

ций одной действительной переменной. 

1.2.1  Вопросы лекции: 

 

1. Предел функции в точке. Свойства функций, имеющих предел в точке. 

2. Основная лемма о пределах, арифметические операции над пределами функ-

ций в точке. 

3. Предел функции на бесконечности, бесконечно малые и бесконечно большие 

функции в точке, их свойства. 

4. Сравнение бесконечно малых функций в точке. Замечательные пределы. 

Таблица бесконечно малых эквивалентных. 

5.Односторонние пределы, признак существования предела функции в точке. 

6. Непрерывность функции в точке и на множестве. Точки разрыва и их клас-

сификация. 

1.2.2. Краткое содержание вопросов: 

 

1. Предел функции в точке. Свойства функций, имеющих предел в точке. 

Основная лемма о пределах, арифметические операции над пределами 

функций в точке. 

Определение Гейне: (Определение на языке последовательностей) А называется пре-

делом функции в точке а, если какую бы последовательность nx  значений аргумента, стре-

мящуюся к а мы ни взяли, соответствующая последовательность nxf  значений функции 

будет стремиться при этом к одному и тому же А. Записывается это определение так: 

AxfaxDxxAxf nnfnn

def

ax
,lim  

При этом а и А могут означать либо числа, либо символы ∞, +∞, -∞. 

Теорема об арифметических действиях над пределами: Пусть Axf
ax

lim , а 

Bxy
ax

lim . Тогда существует в точке а пределы суммы, произведения и частного этих 

функций (последнее, если 0B ), и при этом 

BAxyxf
ax

lim ; BAxyxf
ax

lim ; 
B

A

xy

xf

ax
lim . 

BAxyxf
ax

)(lim  

Понятие сложной функции. Теорема о пределе сложной функции 
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Пусть даны множества X, Y, Z и функции YXf
на

: , (т.е. XfY ) и ZYY
в

: . Тогда 

композиция этих функций дает новую функцию: xfYZZXfY ,:  - сложная функ-

ция. 

Например, 

1) ,ln yZ  где xy sin , т.е. xZ sinln  

2) ,sin yZ  где 2xy , т.е. 2sin xZ  

3) ,2yZ  где xy sin , т.е. xZ 2sin  

В последнем случает, например, xxf sin , а 2yyY , т.е. сложная функция имеет 

вид: xxxfY 22
sinsin . 

Теорема о пределе сложной функции: Если существует  

1) bxU
ax

lim  2) AUy
bn

lim  

Тогда существует xUy
ax

lim , и AxUy
ax

lim . 

Примеры 1) 01limlim1lim
1

)1(
lim

1

12
lim

111

2

1

2

1 xxxxx
xx

x

x

x

xx
 

В этом решении возникает вопрос о возможности сокращения дроби при переходе к 

пределу. Эта возможность объясняется так. Функция 
1

1
2

x

x
 не определена в точке 1. По-

этому ее предел зависит только от ее поведения в проколотой окрестности 1, а в проколотой 

окрестности эта функция полностью совпадает с функцией х-1. Поэтому пределы этих функ-

ций равны. 

2) 

1lim1lim

1lim

)11(

1
lim

)11(
lim

)11(

)11)(11(
lim

11
lim

00

0

0000

xx

x

xxxx xxxx

x

xx

xx

x

x

2

1

11

1
 

В предпоследнем равенстве использована теорема о пределе сложной функции и свой-

ство, что ax
ax

lim   . 

3) 5
5

5sin
lim5

5

5sin5
lim

5sin
lim

000 x

x

x

x

x

x

xxx
 

      В последнем равенстве использована теорема о пределе сложной функции. Здесь 

u

u
ZxU

sin
,5 . 

Второе определение предела функции (По Коши) 

Пусть AxfxDa
ax

f lim, . Рассмотрим соответствующий график (рис. 1): 

 

 

 

 

 

 

 

 

 

 

а+δ 

 

а-δ 

 

А-ε 

 

А+ε 

 А 

 

у 

 

х 

 

xfy

 

 

а 

 
Рис. 1 

А-ε 

 

А+ε 

 
А 

 

у 

 

х 

 

xfy

 

 

а 

 Рис. 2 
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По графику видно, что какую бы ε-окрестность точки А мы ни взяли, найдется такая δ-

окрестность точки а, что все значения аргумента из нее отобразятся в выбранную ε-

окрестность. Второй же рисунок (рис. 2) показывает, что, если точка А не является пределом 

функции в точке а, то существует такая        ε-окрестность точки А, для которой соответст-

вующая δ-окрестность не найдется. Таким образом, можно высказать предположение, что 

понятие предела функции на языке окрестностей характеризуется следующим определением, 

принадлежащим французскому математику О. Коши  (1821 г.). (Здесь буквами а и А будем 

обозначать как числа, так и символы: ∞, +∞ -∞. Всего имеем 16 различных комбинаций). 

Определение Коши: А- называется пределом xf  в точке а (или при х, стремящемся 

к а), если какую бы окрестность точки А мы ни взяли, найдется такая окрестность точка а, 

что все значения аргумента из нее будут с помощью данной функции отображаться в вы-

бранную окрестность точки А, т.е. 

AUaUDfчтоAUAUxfA f

def

ax
,lim  

Другая запись определения: 

AUxfaUxDxAUAUxfA f

def

ax
lim  

 

3. Предел функции на бесконечности, бесконечно малые и бесконечно 

большие функции в точке, их свойства. Сравнение бесконечно малых 

функций в точке. Замечательные пределы. Таблица бесконечно малых эк-

вивалентных. 

Если 0f(x)lim
0xx

, то функция f(х) называется бесконечно малой  в окрестности точки 

х0. 

Например: функция у=х-4  при х 4 является бесконечно малой. 

Если  f(x)lim
0xx

  или   f(x)lim
0xx

,   то функция называется бесконечно боль-

шой в окрестности точки х0. 

Например:   у=х
3
   при x    является бесконечно большой  

Замечание: данные выше определения справедливы и при x ±  . 

Бесконечно малые функции обладают следующими свойствами:  

1) алгебраическая сумма любого конечного числа бесконечно 

малых функций в окрестности некоторой точки есть функция бесконечно малая в окре-

стности той же точки; 

2) произведение любого конечного числа бесконечно малых функций в окрестности 

некоторой точки есть функция, бесконечно малая в окрестности той же точки; 

3) произведение бесконечно малой функции в окрестности некоторой точки на функ-

цию ограниченную, есть функция, бесконечно малая в окрестности той же точки. 

Бесконечно малые функции в окрестности некоторой точки х0  (х) и  

 (х) называются бесконечно малыми одного порядка малости, если 

0
0

c
)x(

(x)
lim

xx
. 

Если с=0 то (х) называется бесконечно малой функцией более высокого порядка 

малости по сравнению с (х). Бесконечно малые функции (х) и (х) называются экви-

валентными в окрестности точки х0, если   1
0 )x(

(x)
lim

xx
. Обозначение: )x(~)x( . 

Примеры. 1) Бесконечно малые  
22 5

3
)(

1
)(

x
xи

x
x  - являются 
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бесконечно малыми одного порядка при  x , т.к. 
0

3

5

3

51
2

2

0

с
x

x
lim

xx
. 

2) При x  5

1
)(

x
xa  является бесконечной малой более высокого порядка чем  

,
x

)x(
1

так как  0
1

1

1
45 xx

x

)x(

)x(
limlimlim

xxx

. 

3) При x  
18

1
)(

5

1
)(

x
xи

x
x   являются эквивалентными бесконечно 

малыми, т.к.   1
5

18

1)5(

)18(1

)(

)(
limlim

x

x

x

x

x

x

xx

. 

Предел бесконечно малых (бесконечно больших) функций не изменится, если каждую 

из них заменить эквивалентной ей функцией т.е. 

)x(~)x(),x(f~)x(fесли,
)x(

)x(f

)x(

)x(f
limlim

xx

11

1

1 . 

 

 

5. Односторонние пределы, признак существования предела функции в 

точке.  Непрерывность функции в точке и на множестве. Точки разрыва и 

их классификация. 

 

Свойства функций, непрерывных в точке. 

Понятие непрерывности функции 

Рассмотрим 2xxf   и найдем значение функции в точке π: 61,91,31,3 2ff . 

Точнее 86,914,314,3 2ff . 

2) Аналогично для :
12,3

10

x
xY  

500
12,31,3

10
1,3Yy  

500
12,314,3

10
14,3Yy    (!) 

 

 

 

Мы видим, что для функции f ее значения в 

точках х=3,1 и х=3,14 мало отличаются между собой, 

а для другой функции У сильно отличаются. Эффект 

объясняется тем, что в первом случае имеем дело с 

непрерывной функцией, а во втором – с разрывной 

(см. рис. 3, 4). 

Следовательно, вычисления с разрывными 

функциями надо проводить осторожно. А для этого 

их надо уметь отличать до построения графика. 

Перед нами стоит задача сформулировать опре-

деление непрерывности функции в точке х=а. Хотя 

интуитивно понятие непрерывной функции ассоции-

у= x2 

 

0 

 

х 

 

у 

 

Рис. 4 

3,12 

 

12,3

10

x
y  

0 

 

х 

 

у 

 

Рис. 3 
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руется с «непрерывностью» ее графика, но мы не можем это условие принять за определение 

непрерывности функции. Определение должно носить аналитический характер. Действи-

тельно, во-первых, анализ не может опираться на геометрию. Наоборот, в самой геометрии 

непрерывность линии определяется с помощью понятия непрерывной функции. Во-вторых, в 

самом анализе аналитическое исследование должно предшествовать построению графика. В-

третьих, непрерывность функций обычно устанавливается не по самому определению, а на 

основании рассматриваемых нами позже теорем, которые доказываются с использованием 

именно аналитического определения непрерывности.  Геометрически их доказать невозмож-

но. Обозначим Axf
ax

lim , где fDa . 

Возможны следующие 4 случая: 

1) А - существует, af - не существует (рис. 5). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2) А - не существует                               

3) А – не существует 

af  - существует (рис. 6)                        af  -не существует (рис. 7) 

 

 

 

 

 

 

 

 

 

 

4) А – существует, af  - существует (рис. 8). 

 

 

 

 

 

 

 

 

 

 

а 

 

А 

 

у 

 

х 

 

 

 

Рис. 5а 

а 

 

А 

 

у 

 

х 

 

 

 

Рис. 5б 

f(a) 

 

у 

 

х 

 

 

а 

 
Рис. 6 

у 

 

х 

 

 

 

а 

 
Рис. 7 

А=f(a) 

 

у 

 

х 

 

xfy

 

 

а 

 Рис. 8 
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В 4-ом случае верна теорема: 

Теорема: Если в данной точке функция имеет как значение, так и предел, то они равны 

между собой, т.е. 

afxf
ax

lim  

Проведенная классификация показывает, что непрерывность графика получается толь-

ко в последнем случае. Его и примем за определение: 

Определение:  Функция f называется непрерывной в точке а, если в этой точке сущест-

вуют как ее значения, так и предел. При этом мы доказали, что предел и значение равны ме-

жду собой, если они оба существуют. 

Это определение можно перефразировать по Гейне и по Коши: 

       Определение Гейне: Функция f называется непрерывной в точке а, если 

afxfaxDxx nnfnn . 

Определение Коши: Функция f называется непрерывной в точке а, если 

AxfaxDxx f00 . 

Непрерывность сложной функции. Элементарные функции и их непрерывность 

 

Теорема 1. Пусть Yf , - непрерывны в точке а. Тогда в этой точке непрерывны их сум-

ма Yf и произведение Yf  и, если 0aY , то 
Y

f
 тоже непрерывна в точке а. 

Примеры. 

1) nxy  (n – натуральное число) непрерывна на R как произведение непрерывных 

функций у=х. 

2) Целая рациональная функция (или алгебраический многочлен) 

0,...2

210 n

n

nn axaxaxaaxP , непрерывна на всей числовой прямой на 

основании теоремы о непрерывности суммы и произведения. 

3) Дробная рациональная функция, т.е. функция вида: 

m

m

n

n

xbxbb

xaxaa
xR

...

...

10

10  

непрерывна на всей числовой прямой, за исключением тех точек, которые являются 

корнями знаменателя. 

4) Вычислим 

2

1
lim

2

3

1 xx

x

x
  

Так как функция в точке х=1 непрерывна, то ее предел равен значению, т.е. 

2
211

11

2

1
lim

2

3

1 xx

x

x
. 

5) 
x

x
tgxxf

cos

sin
 

Эта функция является непрерывной на всей числовой прямой за исключением точек 

kxk
2

, в которых косинус равен нулю, как частное непрерывных функций. 

6) Аналогично функция  
x

x
ctgxy

sin

cos
 непрерывна на R, за исключением тех точек, 

где 0sin x , т.е. точек вида kxk . 
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Теорема 2. Пусть функция xUU  непрерывна в точке 0x , а uyy  непрерывна в 

точке 00 xUU . Тогда xuyy  непрерывна в точке 0x . 

Определение: Основными элементарными функциями называются следующие: 

,arccos,arcsin,,,cos,sin,1,0log,0,, xxctgxtgxxxaaxaaRxconsty a

x

arcctgxarctgx, . 

Определение: Функции, которые могут быть составлены из основных элементарных 

путем конечного числа арифметических операций и конечного числа суперпозиций, называ-

ются элементарными. 

Теорема 3. Все основные элементарные функции непрерывны в своей области опреде-

ления. 

Теорема 4. Все элементарные функции непрерывны в своей области определения. 

Поскольку все основные элементарные функции по теореме 3 непрерывны в своей об-

ласти определения, а другие элементарные функции образованы из основных путем арифме-

тических операций и суперпозиций, а эти последние сохраняют непрерывность в силу тео-

рем 1 и 2, то отсюда получаем заключение нашей теоремы. 

Пределы элементарных функций 

Вспомните, какие функции относятся к основным элементарным функциям, каковы 

свойства и графики этих функций. 

 Функции, полученные из основных элементарных функций с помощью конечного чис-

ла арифметических действий, называются элементарными. 

 При вычислении пределов функций обычно пользуются следующими основными тео-

ремами о пределах: 

если )x(flim
0xx

 и )x(qlim
0xx

существуют и конечны, то  

1) cclim
0xx

, где  c=const.  

2) )x(flimcf(x)clim
xxxx 0 0

.  

3) )x(g)x(f)x(g)x(f limlimlim
xxxxxx 000

 

 4) )x(g)x(f)x(g)x(f limlimlim
xxxxxx 000

   

5) 
)x(g

)x(f

)x(g

)x(f

lim

lim
lim

xx

xx

xx

0

0

0

, если  0)x(qlim
0xx

 

Нарушение ограничений, накладываемых на функции при вычислении их пределов, 

приводит к неопределенностям. Например, зная лишь, что )x(flim
0xx

 и  

)x(qlim
0xx

 нельзя сказать заранее, чему равен   
)x(g

)x(f
lim

хx 0

. В таком случае гово-

рят, что имеет место неопределенность вида  . 

Элементарными приемами раскрытия неопределенностей являются: 

1) сокращение на множитель, создающий неопределенность; 

2) деление числителя и знаменателя на старшую степень аргумента (для отношения 

многочленов при х ); 

3) применение эквивалентных бесконечно малых и бесконечно больших; 
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4) применение первого  замечательного предела 1
0 x

xsin
lim

x

 и второго замечательного  

предела ex
x

x

x

x

x
limlim

1

1
1

1  

Кроме того, при вычислении пределов полезно запомнить следующее: 

)x(

)x(f
lim

ax

=0, если  c)x(flim
ax

, )x(lim
ax

,  т.е. 
с

=0 

 

)x(

)x(f
lim

ax

= , если  c)x(flim
ax

, )x(lim
ax

0,  т.е. 
0

с
=  

 

)x(

)x(f
lim

ax

=0, если  0)x(flim
ax

, с)x(lim
ax

,  т.е. 
с

0
=0 

 

)x(

)x(f
lim

ax

= , если  )x(flim
ax

, с)x(lim
ax

,  т.е. 
с

=  

Может также понадобится таблица бесконечно малых в окрестности х0 функций, экви-

валентных данным. 

0

2
1

2

3
1

2
11

3

1
11

2

22

3

xпри

x
~xcos

mx~mxarcsin

xsin~xcos

x
~x

mx~mxarctg

x~x

mx~mxsain

mx~tgmx

 

Рассмотрим конкретные примеры:  

1) 1271213723723 2

11

2

1

2

1
limlimlimlim

xxxx

xx)xx(  

Воспользовались основными теоремами о пределах 

2) 
25

3

5

3

3

3

3 ln)xln(

)x(ctg

)xln(

)x(ctg

lim

lim
lim

x

x

x

 

3) 
4

5

004

50

121
4

5
7

124

57

2

2

2

2

2

xx

x
x

xx

x
limlim

xx

 

Воспользовались основными теоремами о пределах. 

4) 5
1

55
55

0

05

000 x

x
xxsin

x

xsin
lim~lim

xxприx

 

Основные свойства функций, непрерывных на отрезке 
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 Теорема 1. Непрерывный образ промежутка есть снова промежуток. Иначе говоря, 

если функция непрерывна на промежутке, то множество ее значений является промежутком. 

Замечание: Непрерывным образом интервала не всегда является интервал, может быть, 

и отрезок. 

Теорема 2. Непрерывный образ отрезка всегда есть отрезок. 

Из теоремы 2 вытекают следующие теоремы. 

1-ая. Теорема Больцано-Коши. Если функция f непрерывна на ba;  и на концах его 

принимает значения разных знаков, то в интервале ba;  хотя бы одна точка с, что 

0cf . 

2-ая теорема Больцано-Коши. Пусть функция f непрерывна на отрезке ba;  и на кон-

цах его принимает различные значения BbfAaf . (например, BA ). Тогда для 

любого 0y  такого, что ByA 0 , существует такое bax ,0 , что 00 yxf  . 

Теорема Вейерштрасса: Пусть функция f непрерывна на отрезке ba; , тогда на нем 

она достигает своего наибольшего и наименьшего значения. 

 

Определение: Функция называется непрерывной на некотором множестве, если она 

непрерывна в каждой точке этого множества. 

1) xxf . Эта функция  непрерывна в любой точке на R  (см. 17, пример 4). 

2) xxf sin  непрерывна на R. Для доказательства достаточно показать, что для 

Ra  будет ax
ax

sinsinlim . Воспользуемся определением Коши. Возьмем 0 . Тогда 

ax
axaxaxax

ax
2

2
2

sin2
2

cos
2

sin2sinsin  

Достаточно взять . Тогда 

axax sinsin  

Аналогично можно доказать непрерыв-

ность косинуса. 

Введем термины и обозначения. 

Левый предел функции: 

xfxf

ax
axax

limlim
0

. 

Правый предел: xfxf

ax
axax

limlim
0

. 

Теорема: Если в (.) х0 существуют односто-

ронние пределы, они равны между собой и рав-

ны А, то в точке х0 существует предел функции, 

и он равен А. 

Классификация точек разрыва функции 

Определение: Пусть дана функция f с обла-

стью определения fD . Тогда точка a называется  

точкой разрыва данной функции, если 

1. fDa  

2. Функция не является непрерывной в этой 

точке. 

Проведем классификацию точек разрыва. 

Определение: Если функция в точке разрыва 

имеет конечные односторонние пределы, то в этом 

В 

 А 

 

у 

 

х 

 

 

 

а 

 

Рис. 9 

А 

 

f(a) 

 

у 

 

х 

 

xfy

 

 

а 

 

Рис. 10 
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случае разрыв функции называется разрывом 1-ого рода или скачком (рис.9, 10). 

В частности, скачком называется устранимым разрывом, если односторонние пределы 

равны между собой (рис.10). Разрыв этот называется устранимым потому, что функция в 

данной точке является почти непрерывной. Действительно, достаточно изменить или припи-

сать функции в данной точке значение, равное односторонним пределам, как новая функция 

станет непрерывной. 

Определение. Точка а называется точкой разрыва 2-ого рода, если хотя бы один из од-

носторонних пределов бесконечен или вообще не существует. 

 

 

1.3 Лекция 5 (2 ч.)  

Тема: Производная функции в точке. Свойства производных  

1.3.1  Вопросы лекции: 

 

1. Производная функции в точке. Ее геометрический и физический смысл. 

2. Необходимое условие дифференцируемости функции. Таблица основных 

производных. Правила дифференцирования. 

3. Производная сложной, обратной функции. 

 

1.3.2. Краткое содержание вопросов: 

 

1. Производная функции в точке. Ее геометрический и физический смысл. 

В дальнейшем нам часто придется рассматривать изменение (обычно небольшое) пере-

менной величины вблизи некоторого фиксированного ее значения, принимаемого за исход-

ное. 

Разность между новым, полученным в результате изменения, значением переменной 

величины и исходным, начальным («старым») ее значением называют приращением пере-

менной и обозначают греческой буквой  (дельта).  
Если задана некоторая функция у=f(x), то, очевид-

но, всякому приращению аргумента х соответствует 

определенное приращение функции у. Тогда «старые» 

значения переменных будут  х;   у=f(х), а «новые» (нара-

щенные) значения:  х+ х;    f(х+ х). 

Пусть, например, задана функция    у=f(х)=6х - х
2
. 

Исходные значения переменных: х=2,  у=f(2)=6∙2−2
2
=8.  

Придадим x приращение х=0,1. Тогда новое значение 

аргумента: х+ х=2,1, а новое значение функции: 

f(x+ x)=f(2,1)=6∙2,1-2,1
2
=8,19,  откуда  у= 

f(х+ х) – f(х) =8,19-8=0,19. 

Возьмем для той же функции исходные значения 

х=3 и х=1 , тогда х+ х= 4, у=f(3)=6∙3-3
2
=9,  f(4)=6∙4 -4

2
 

=8, откуда у=8-9=-1.Заметим, что отрицательное приращение функции при положительном 

приращении аргумента х означает, что функция убывает при данном значении х . 

Выше мы вычислили численные значения приращений функции при заданных числен-

ных значениях аргумента. В теоретических вопросах 

 часто нужно находить общее выражение для приращения функции у. 

y

x1

1

2

Рис.1 
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Для этого следует: 

1) зафиксировать  х D(у); 

2)  придать аргументу приращение  

х≠0 такое, чтобы (х+ х)  D (у); 

3) записать  у(х)=f(x) и 

y(х+ х)=f(х+ х); 

4) найти  у= f(х+ х)- f(x). 

Для рассмотренной выше функции 

получим: 
222222 266266)6()()(6 xxxxxxxxxxxxxxxxxxy

2)26( xxxy .                                                                                               

Из этого общего выражения для у 

мы можем, в частности, получить оба 

найденные нами выше численные его 

значения. В самом деле, положив в фор-

муле х=2 и х=0,1, получим у=0,19, а положив х=3 и х=1, получим у=-1. 

Геометрическое изображение приращения функции показано на рис.2 

Задачи, приводящие к понятию производной 

1. Задача о касательной 

Рассмотрим в прямоугольной декартовой системе координат график непрерывной 

функции у=f(x) и любую точку М0(х0;f(x0)), принадлежащую графику. 

Придадим аргументу х в точке х0 произвольное приращение х≠0. На графике получим 

точку М(х0+ х;f(x0+ х)). Через точки М0 и М проведем секущую, в точке М0 проведем каса-

тельную к графику функции. 

Из школьного курса нам известно определение касательной к окружности, как прямой 

линии имеющей с окружностью единственную общую точку. Но в общем случае это опреде-

ление неверно. 

Дадим точное определение касательной к кривой. Устремим х к нулю. Тогда точка М, 

двигаясь по кривой, будет приближаться к точке М0, остающейся неподвижной. Положение 

секущей будет изменяться: секущая будет стремиться занять положение касательной. Если 

бы точка М совместилась с точкой М0, то секущая «превратилась» бы в касательную. 

Угловой коэффициент секущей (kсек) будет стремиться к угловому коэффициенту каса-

тельной (kкас), т.е. сек
x

кас klimk
0

. 

Рассмотрим прямоугольный треугольник М0NM: 

x

y

x

xfxxf

NM

NM
tg

)()( 00

0

. Известно, что угловой коэффициент секущей 

равен тангенсу угла наклона этой прямой к оси ОХ. 

Тогда 
x

y
lim

x

)x(f)xx(f
limklimk

xx
сек

x
кас

0

00

00
, если этот предел су-

ществует и конечен. 

Таким образом, можно сформулировать определение: касательной к кривой, проведен-

ной в точке х0, называется прямая линия, имеющая с кривой единственную общую точку, уг-

ловой коэффициент которой равен конечному пределу отношения приращения функции к 

приращению аргумента при условии, что последнее стремится к нулю, т.е.  

x

y
lim

x

)x(f)xx(f
limk

xx
кас

0

00

0
. 

2. Задача о мгновенной скорости 

y

x

e

e'

c

E

b

E’

b'a

C

x2

x1

DD’

} y2 } y1>0

<0y {
p

Q

S

m n

y=
f(x

)
x

Рис.2 
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Пусть материальная точка движется по закону S=S(t), где S – пройденный путь, t – вре-

мя. Найдем скорость движения в момент времени t0 (мгновенная скорость). 

Зафиксируем момент времени t0, придадим аргументу t в точке t0 произвольное прира-

щение t≠0. Функция S=S(t) получит приращение S=S(t0+ t)-S(t0). За промежуток времени 

t средняя скорость точки будет 
t

S
Vср . Устремим t к нулю. Чем меньше t, тем мень-

ше средняя скорость отличается от скорости в момент времени t0. Поэтому под скоростью 

точки в момент времени t0 (мгновенная скорость) понимается предел средней скорости за 

промежуток от t0 до t0+ t, когда t 0, т.е. 
t

S
VV

t
ср

t 00
limlim . 

В первой и во второй задачах, а также во многих других, мы приходим к необходимо-

сти вычислять пределы определенного вида, а именно 
x

y

x 0
lim . Регулярное использование 

этого предела повлекло за собой необходимость введения нового понятия – понятие произ-

водной. 

Понятие производной. Геометрический и механический смысл производной 

Производной функции в точке х0 называется число, равное пределу отношения при-

ращения функции у к вызвавшему его приращению аргумента х, при условии, что х 0, 

т.е. 
x

y
xf

x 0
0 lim)(' . 

Производная функции имеет несколько обозначений: у’, f’(x). Процесс нахождения 

производной функции называется дифференцированием этой функции. 

Из задачи о касательной вытекает геометрический смысл производной: производная 

f’(x0) есть угловой коэффициент касательной, проведенной к кривой у=f(x) в точке х0 

, )x('fkкас . 

Из задачи о мгновенной скорости следует механический смысл производной: произ-

водная пути по времени - S’(t0) - есть скорость точки в момент времени t0. 

Функция, имеющая производную в точке х0 называется дифференцируемой в этой точ-

ке. Функция называется дифференцируемой на интервале (а; b), если она дифференцируема 

в каждой точке интервала. 

Пример 1. Найдем производную для функции у=х
2
 по определению. 

Зафиксируем х D(y). Придадим аргументу х приращение х≠0,  

(х+ х)  D(y). Составим приращение функции  
222222 )(2)(2)( xxxxxxxxxxxy  

Найдем '2)2(lim
)(2

limlim
0

2

00
yxxx

x

xxx

x

y

xxx
. 

 

2. Необходимое условие дифференцируемости функции. Таблица основных 

производных. Правила дифференцирования. 

Обычно таким способом производную функции не находят, т.к. формулы дифференци-

рования выведены и сведены в таблицу производных. 

Таблица производных элементарных функций 

 

1) 
1/ kk xkx  

2) 
x

x
2

1/
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3) 
x

x
1

ln
/

 4) aaa xx ln
/

 

5) 
xx ee

/

 6) xx cossin
/

 

7) xx sincos
/

 
8) 

x
tgx

2

/

cos

1
 

9) 
x

ctgx
2

/

sin

1
 10) 

2

/

1

1
arcsin

x
x  

11) 
2

/

1

1
arccos

x
x  12) 2

/

1

1

x
arctgx  

13) 2

/

1

1

x
arcctgx  14) 

ax
xa

ln

1
log

/

 

 

Кроме таблицы производных основных элементарных функций при нахождении произ-

водных пользуются следующими правилами: 

(с=const, u=u(x), v=v(x)) 1) c′=0   2) (u±v)′=u′±v′   3) (cu)′=c∙u′   

 4) (uv)′=u′v+uv′   5) 0,
''

2

/

v
v

uvvu

v

u
 

Установим связь между дифференцируемостью и непрерывностью функции следую-

щей теоремой: если функция y=f(x) дифференцируема в точке х0, то она в этой точке непре-

рывна. Обратная теорема неверна. 

Например, функция у=|x|, непрерывна в точке х=0, но не дифференцируема в этой точ-

ке. Почему мы должны заключить, что производная в точке х=0 не существует? 

Производной второго порядка или просто второй производной функции у=f(x) назы-

вается производная от ее производной у′=f′(x), т.е. y′′=(y′)′ или f′(x)=(f′(x))′. 

Аналогично, производной третьего порядка или третьей производной данной функции 

называется производная от ее второй производной.  

Вообще, производной n-го порядка или n-ой производной от функции у=f(x) называется 

производная от ее (n-1)-ой производной. 

Для производной n-го порядка принято обозначение: у
(n)

, f
(n)

(x). 

Пример.  Дана функция у=tgx. Найти y′′. 

x
y

2cos

1
'  ;       

x

x

x

x

x
yy

332 cos

sin2

cos

)sin(2
'

cos

1
)''(''  

3. Производная сложной, обратной функции 

Пусть переменная у есть функция от переменной u(y=f(u)), а переменная u в свою оче-

редь есть функция от независимой переменной х: u=z(x). Тогда у называется функцией от 

функции или сложной функцией y=f(z(x)). 

Производная сложной функции y=f(z(x)) находится по правилу: 
''' xz zfy . 

Например: 1) 
43xy   

33 1243' xxy  

2) 1513 5

3

5 3 xxyxxy   1
3

131
5

3
5'

5 2

5

2

5

2

x
xxy  
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3) 
62 )85( xxy  

62 85 zyxxz  

)52()85(6)'85()85(6'6' 522525 xxxxxxxzzy  

Пусть задана функция , что означает, что каждому числу  из некоторого 

множества поставлено в соответствие число . Получаемые таким образом значения 

 также образуют некоторое множество. Можно поставить задачу в обратную сторону — по 

заданным значениям  найти соответствующие им значения . И если каждому значе-

нию  ставится в соответствие только одно значение , то говорят, что определена обрат-

ная функция, обозначаемая как . Подчеркнем, что , находящаяся в степени, — 

это всего лишь обозначение для обратной функции, которое вовсе не сводится к дро-

би . Разумеется, можно использовать и любые другие символы для обозначения об-

ратной функции, например . Очевидно, что функция, обратная к обратной, дает 

исходную функцию, поэтому  и  называют взаимно обратными функ-

циями.Если функция  только возрастает или только убывает на некотором множе-

стве значений , то на соответствующем множестве значений  каждому значению  бу-

дет соответствовать только одно значение , то есть будет определена обратная функ-

ция .Пример 1.Задана функция . Область определения и область значе-

ний функции — вся числовая прямая. Обратная к ней функция будет .Пример 

2.Задана функция . Область определения — вся числовая прямая, а область значе-

ний — только неотрицательные значения . Очевидно, что одному и тому же положитель-

ному значению  будут соответствовать два различных (отличающихся знаком) значения 

. Таким образом, мы можем определить две обратных функции, каждая из которых будет со-

ответствовать той или иной ветви параболы , то есть обратными будут функ-

ции . 

Теорема. Если функция  имеет в точке  производную , то об-

ратная функция  также имеет в соответствующей точке  производную, 

причем Пример: Задана функция . Используя теорему о производной 

обратной функции, вычислить . Известно, что . Используя 

только что доказанную теорему и подставляя обратную функцию , полу-

чим . 
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1.4 Лекция 6 (2 ч.) 

Тема:  Дифференциал, его свойства и приложения. Французские теоремы. 

1.4.1  Вопросы лекции: 

 

1. Дифференциал функции в точке. Его геометрический смысл. 

2. Инвариантность формы дифференциала первого порядка. Дифференциал 

суммы, произведения, частного. 

3. Производные и дифференциалы высших порядков. Приближенные вычисле-

ния с помощью дифференциала функции в точке. 

4.Теоремы Ролля, Ферма, Лагранжа, Коши, признак постоянства функции на 

промежутке. 

 

1.4.2. Краткое содержание вопросов: 

 

1. Дифференциал функции в точке. Его геометрический смысл. 

Производная функции y=f(x) есть, как мы уже знаем, предел отношения приращения 

функции у к приращению аргумента х при х 0: 

                      
x

y
lim'y
x 0

                                                     (1) 

Согласно определению предела, разность между переменной величиной 
x

y
и ее пре-

делом у' стремится к нулю, т. е. является величиной бесконечно малой при х 0. Обозначим 

ее через α: 0'y
x

y
                         (2)  

                                   

Отсюда ь                                       xxyy '                                            (3) 

Мы выразили приращение функции у в виде суммы двух слагаемых, имеющих раз-

личную природу. 

Рассмотрим равенство (3). Во-первых, заметим, что у и α, входящие в (3), стремятся к 

нулю при х  0, иначе говоря, являются бесконечно малыми вместе с х. Величина же 

производной у' не зависит от х (она зависит от х) и при данном значении х рассматривается 

как конечная постоянная величина. 

Во-вторых, мы видим, что хотя оба слагаемых правой части (3) у' х и α х являются 

бесконечно малыми, порядок их различен. В самом деле, первое слагаемое состоит из конеч-

ного множителя у' и бесконечно малого х, второе же слагаемое является произведением 

двух бесконечно малых α и х, и 0
0 x'y

x
lim
x

, т.е. это слагаемое является бесконечно ма-

лой более высокого порядка малости,  чем у' х при х  0. 

На этом основании мы можем считать, что из двух слагаемых, на которые мы разбили 

у, согласно (3), первое у' х является «главным», т. е. содержит «большую» часть у, а вто-

рое — «меньшую», даже незначительную его часть.  

Первое слагаемое и называется дифференциалом функции и обозначается dy:  dy = у' х      

или      dy=f '(x) х.                       (4) 

Таким образом, дифференциал функции dy есть главная часть ее приращения у; он ра-

вен производной, умноженной на приращение аргумента. 
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Далее мы видим, что дифференциал функции пропорционален приращению х, явля-

ясь, таким образом, линейной функцией х (коэффициент у' постоянен), между тем как сла-

гаемое α х, где α — переменная величина, изменяется непропорционально х.  

Поэтому можно дать и другое определение дифференциала: дифференциал функции 

dy есть главная часть ее приращения у, линейная относительно х с коэффициентом про-

порциональности равным производной f'(x). 

Таким образом, чем меньше х, тем dy ближе к у, так что для достаточно малых х 

можно приближенно заменять полное приращение функции у ее дифференциалом:  

y≈dy                                                               (5) 

На этом основано практическое применение дифференциала к приближенным вычис-

лениям.  

Мы видим, что для функции вообще y≠dy. Но приращение и дифференциал аргумента 

х—это одно и то же, т. е. x=dx. В самом деле, возьмем функцию, равную аргументу: у=х. 

Тогда равны и их дифференциалы: dy= dx, но по формуле (4), принимая во внимание, что 

у'=1, получим     

                         dy=l· x                                                             (6) 

Следовательно,   х = dx. 

Формулу (4) можем записать так:   )('' xfy
dx

dy
,  т. е. производная есть отноше-

ние (или частное) дифференциалов функции и аргумента. 

Это отношение так же применяется как обозначение производной.  

При такой символике производная второго порядка обозначается 2

2

dx

yd
, третьего по-

рядка — 3

3

dx

yd
, и т.д.  

Геометрическое представление дифференциала 
Возьмем на графике функции y=f(x) точку с фиксированной абсциссой х=ОА, тогда 

у=АС (на рис.1 показаны два случая; буквенные обозначения для них одни и те же). Дадим 

аргументу приращение x=AB=CD. Тогда приращение функции будет y=DM. Проведем 

теперь касательную к кривой в точке С (х; у). Тангенс ее угла наклона α равен производной в 

той же точке:   

                                     y′ = tg                           (7) 

Из прямоугольного треугольника CDE мы видим, что  DE=CD ∙ tga= х·у' 

В правой части мы получили выражение дифференциала функции dy, следовательно,  

dy=DE.  

Таким образом, если при некотором х приращение функции у в некоторой точке х 

есть приращение ординаты ее графика (DM), то дифференциал функции dy равен прираще-

нию ординаты касательной к графику в точке (х; у) при том же значении х. 



29 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Рис. 1 

 

Из рисунка мы видим, что dу может быть и меньше, чем у (1) и больше (II). Разность 

между у и dy равна отрезку ЕМ.  

Вычисление дифференциалов функций 

Для обозначения дифференциала функции y=f(x) можно к знаку d приписывать прямо 

пропорциональное  выражение f(х), минуя букву у: df(x). Например, вместо того, чтобы пи-

сать: у =х
3
 + х

2
; dy = (3х

2
 + 2x)dx  можно писать  d(x

3
+x

2
)=(3x

2
+2x)dx.   

Так как для нахождения дифференциала функции нужно только ее производную умно-

жить на dx, то из таблицы производных можно легко получить таблицу дифференциалов, на-

пример: dC=0 (дифференциал постоянной величины равен нулю). 

 

dxnxxd nn 1)(  

xdxxd cos)(sin  

dxeed xx )(  

x

dx
dx

x
xd

1
)(ln  

dwdvduwvud )(  

                                    d(uv) = udv + vdu                     и т. д. 

Но в специальных формулах для дифференциалов нет нужды. Практически для опреде-

ления дифференциала функции нужно найти ее производную и умножить на dх. 

 

2. Инвариантность формы дифференциала первого порядка. Дифференци-

ал суммы, произведения, частного. 

Покажем, что формула dxydy x , в отличие от формулы xydy x  обладает тем важ-

ным свойством, что она остается справедливой и в том случае, когда переменное х не явля-

ется независимым, а выполняет роль промежуточного аргумента. 

Допустим, что из функций zxxfy ,  образована сложная функция переменного 

zfyz : . Если существуют производные xz yx , , то, как известно, существует также и 

производная zy , причем 

                                    zxz xyy .                                              (8)  

y

x0

y=f(x)

y=f(x)

A B

D

C

M

E

x
x

x xx x

y
y

y
y

D

A B

C

M

E

dy

}dy } } }
I II

Рис.10 
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Так как z есть независимая переменная, то по определению дифференциала функции 

имеет  

                                    dzydy z . 

Пользуясь формулой (8), получаем 

                                     dzyxdy xz . 

Но dxdzxz . Следовательно,  

                                     dxydy x . 

Таким образом, формула осталась справедливой, несмотря на то что переменное х уже 

не является независимым.  

Правила вычисления дифференциалов идентичны правилам вычислении производных 

 

3. Производные и дифференциалы высших порядков. Приближенные вы-

числения с помощью дифференциала функции в точке. 

О применении дифференциала в теории и практике  

приближенных вычислений 

Допустим, что функция xf  дифференцируема в точке ax . Тогда ее приращение в 

точке ax  может быть представлено в следующем виде 

                        


xdyy

axaxafafxf  ,  

где  

                               0  при ax . 

Это приводит к приближенной формуле 

                         axafafxf  

или  

                         axafafxf .                                                  (9) 

В частности, при 0a  получаем 

                            xffxf 00 .                                                        (10) 

Например: 

08,5
53

6
565131

2

3 33  (по таблице 5,078), 

9907,20093,03
108

1
3

34

1
31380

3

4 44  (по таблице 2,9905), 

9375,10625,02
16

1
2

27

28
2282100

6

7 77
 (по таблице 1,9311), 

9953,10047,02
640

1
2

210

24
22421000

9

10 1010 по таблице 1,9954). 

Можно заметить, что чем меньше отношение 
nA

B
, тем меньше расхождение результата 

с табличным значением корня. 

Дифференциалы высших порядков 

Пусть функция xfy  независимого переменного х дифференцируема в точке х. По 

определению дифференциала 

                                       dxxfxxfdy .              

 Если приращение аргумента x  фиксировать, то dy  есть функция переменного х и, 

следовательно, можно ставить вопрос о нахождении ее дифференциала. 
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Дифференциал от дифференциала dy  (рассматриваемого как функция от х) при посто-

янном значении x  называется дифференциалом второго порядка и обозначается символом 

yd 2 : 

                                                 dydyd 2
. 

Точно так же дифференциал от дифференциала второго порядка yd 2  называется диф-

ференциалом третьего порядка и обозначается символом yd 3  

                                                yddyd 23
. 

Вообще дифференциалом порядка ydn n
 называется дифференциал от дифферен-

циала 1n -го порядка yd n 1
 

                                                      yddyd nn 1
. 

Легко показать, что если функция xf  имеет в точке х n-ю производную xf n , то 

она имеет в этой точке и дифференциал n-го порядка yd n , причем между ними существует 

следующее соотношение  

                                              
nnn xxfyd                         (11)                                    

При 1n  получаем известную формулу. 

Проверим справедливость утверждения для 2n . Считая x  постоянным, находим по 

определению дифференциала 

                  
22 xxfxxfxxfxdxxfddydyd . 

Таким образом, при 2n  формула (11) справедлива. 

Применяя метод математической индукции, убеждаемся, что формула имеет место для 

любого натурального n . Следовательно, дифференциал любого порядка n  равен производ-

ной порядка n , умноженной на n -ю степень приращения независимого переменного. 

Пример. 
4xу . Вычислить yd 3

 в точке 5x , если 1,0x . 

Вычисляем  последовательно первую, вторую, третью производные 

                  1205,24,12,4 23 fxxfxxfxxf . 

По формуле (26) получаем, что 

                                   12,01,0120
33 yd . 

Полагая по-прежнему dxx , формулу (11) можно переписать в следующем виде 

                                  
nnn dxxfyd . 

Отсюда получаем, что 

                                   
n

n
n

dx

yd
xf                                                (12)                     

Соотношение (12) показывает, что производная n -ого порядка есть отношение диффе-

ренциала n -ого порядка к n -ой степени дифференциала независимого переменного. Символ 

n

n

dx

yd
 нередко пользуются для обозначения производной n -ого порядка. 

Известно, что формула dxxfdy  остается справедливой при замене переменного х 

любой дифференцируемой функцией (инвариантность формы дифференциала). Нетрудно 

доказать, что это свойство на дифференциалы высших порядков не распространяется. 

Положим zx . Тогда dzzdx . Если величину dz рассматривать как постоян-

ную, то дифференциал dx  будет являться функцией переменной z (то же самое можно ска-

зать и относительно dy ). Пользуясь правилом дифференцирования произведения, получаем 

                          dxdxfdxxfddxxfddydyd 2
. 
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Так как 

                             xddxddxxfxfd 2, ,                                 

то  

                                          xdxfdxxfyd 222
.                                          

Если переменное х независимо, то по формуле (11) 

                                               
22 dxxfyd .                                                     

Сравнение формул показывает, что изменение роли переменного х влечет за собой из-

менение формы второго дифференциала функции xfy . 

Таким образом, второй дифференциал, а следовательно, и дифференциалы более высо-

ких порядков инвариантной формы не обладают. 

 

4.Теоремы Ролля, Ферма, Лагранжа, Коши, признак постоянства функции 

на промежутке. 

Основные теоремы дифференциального исчисления 

 Основу многочисленных приложений понятия производной составляют несколько 

теорем, называемых основными теоремами дифференциального исчисления. К ним относят-

ся теоремы Роля, Лагранжа, Коши. 

Теорема Ферма и Ролля 

При исследовании дифференцируемой функции важно прежде всего найти точки, в ко-

торых ее производная равна нулю ( или  геометрически – точки кривой у=f(х), в которых ка-

сательная параллельна оси Ох). Такие точки принято называть стационарными. 

 Теоремы Ферма и Роля указывают условия, при которых функция имеет стационар-

ные точки. 

 Пусть функция f(х) задана на отрезке [а,b]  и в некоторой внутренней его точке 

х=с(а<с<b) имеет наибольшее или наименьшее значение. Если в этой точке существует 

производная f ’(x) , то она равна нулю 

f’(c) =0. 

Доказательство: Допустим  для определенности, что в точ-

ке х=с(а<с<b) функция f(х) имеет наибольшее значение (черт. 1). 

Тогда для всех x [a, b] имеем f(x)-f(c) 0 bи поэтому справедливы 

неравенства: 

                Рис.1 

0
)()(

cx

cfxf
,   если х>с, 0

)()(

cx

cfxf
,   если х<с.  (1) 

Так как в точке cx существует производная )(' cf , то, переходя к пределу в неравен-

ствах (1), получаем, что  

0' lim
cx

cx

cfxf
cf

сx

,     0' lim
cx

cx

cfxf
cf

сx

. 

 Отсюда заключаем, что f’(c) =0. (Ясно, что это заклю-

чение сохраняется и в том случае, когда в точке x = с функ-

ция f(x) имеет наименьшее значение. Теорема Ферма доказа-

на. 

 С геометрической точки зрения теорема Ферма утвер-

ждает, что если в самой высокой (или самой низкой) точках 

графика (не являющихся концевыми) существует касатель-

ная, то она параллельна оси Оx.                     

    Рис. 2             
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Обращаем внимание читателя на существенность требования теоремы о том, что точка 

x = с должна быть внутренней: если наибольшее или наименьшее значения функции дости-

гаются в концах отрезка, то эти точки могут и не быть стационарными. Например, функция 

f(x) = x
2
 имеет на отрезке [1, 2] наименьшее значение в точке x = 1, а наибольшее – в точке x 

= 2, и хотя в этих точках она дифференцируема, но производная f’(x)  в нуль не обращается 

(Рис.2). 

 

Теорема Ролля 

 Пусть функция f(x) непрерывна на отрезке [a, b] и внутри его дифференцируема. 

Если f(a) = f(b), то между a и b найдётся хотя бы одна точка x = c, в которой производ-

ная данной функции равна нулю f '(c) = 0. 

 С геометрической точки зрения теорема Ролля утверждает, что на дуге АВ кривой 

y=f(x) найдётся хотя бы одна точка с (и притом не концевая), в которой касательная парал-

лельна оси Оx (черт. 3). 

 Доказательство: Рассмотрим сначала частный случай, когда f(x) сохраняет на отрезке 

[a, b] постоянное значение. В этом случае f’(x) = 0 для всех x (a, b)и за точку с можно при-

нять любую внутреннюю точку отрезка [a, b]. Предположим теперь, что f(x) не является по-

стоянной на отрезке [a, b]. Тогда, будучи непрерывной на нём, она имеет по теореме Вейер-

штрасса наименьшее и наибольшее значения, причём по крайней мере одно из них непре-

менно достигается в некоторой внутренней точке x = с (a<c<b). (Если бы наименьшее значе-

ние достигалось на одном конце, а наибольшее – на другом конце отрезка [a, b], то в силу 

условия f(a) = f(b) наименьшее и наибольшее значения функции f(x) оказались бы совпадаю-

щими, а это означало бы, что f(x) имеет постоянное значение на отрезке [a, b].) Следователь-

но, по теореме Ферма f’(c) = 0, что и требовалось доказать.                                      

 Заметим, что каждое из трёх условий теоремы Ролля (непрерывность на отрезке [a, b], 

дифференцируемость внутри его, равенство значений функций на концах отрезка) сущест-

венно для её справедливости. 

 Теорема Роля допускает простое истолкование с точки зрения механики. Она выража-

ет физически очевидный факт, что если тело при своем прямолинейном движении возвраща-

ется в исходную точку. То в некоторый момент времени его скорость была равна нулю. 

Это имеет место, например, при движении тела, брошенного вертикально вверх. 

Частным случаем теоремы Ролля является следующее утверждение: 

Если числа х1 , х2  (х1 < х2 ) есть корни функции f(x), т. е. f(x1) = =f(x2) = 0, u функция 

f(x) дифференцируема на отрезке [х1 х2], то на этом отрезке ее производная f '(x) имеет 

по крайней мере один корень. 

(Кратко: Между двумя корнями дифференцируемой функции заключен хотя бы 

один корень ее производной.) 

С помощью этого утверждения можно делать некоторые заключения относительно ко-

личества действительных корней различных уравнений.  

 Теорема Лагранжа 
Допустим, что функция  f(x) непрерывна на отрезке [а, b] и 

внутри его дифференцируема. Рассмотрим соответствующую дугу 

АВ кривой f(x) и через концы ее проведем секущую АВ (черт. 3). 

Геометрически очевидно, что на дуге АВ найдется такая точка 

С (и притом не концевая), что касательная к дуге  

              Рис.3 

АВ в этой точке параллельна секущей АВ. Выразим этот гео-

метрический факт аналитически. 

Если обозначить угловые коэффициенты касательной и секу-

щей соответственно через k1, k2, то имеем k1= k2                                         (2) 

Пусть AD║ Ox. Тогда     
ab

afbf

AD

BD
k2 .       
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Если абсцисса точки С равна с, то по геометрическому толкованию производной k1 = 

f'(c). Следовательно, равенство  (2) принимает такой вид  

ab

afbf
cf ' . 

Таким образом, геометрические соображения делают вероятной справедливость сле-

дующей теоремы. 

Теорема Лагранжа.  Если функция f(x) непрерывна на отрезке [а, Ь\ и внутри его 

дифференцируема, то существует хотя бы одна точка x = с (a < c < b) такая, что в ней 

выполняется соотношение  

                                   )(
)()(

cf
ab

afbf
                        (3) 

Для доказательства теоремы Лагранжа рассмотрим функцию,                                               

                                                 F(x)=f(x) - φ(x)                         (4), 

где   )()(
)()(

)( afax
ab

afbf
x . 

 (Легко проверить, что уравнение у = у(х) выражает секущую АВ.) Очевидно, что функ-

ция F(x) непрерывна на отрезке [а, b] и внутри его дифференцируема, поскольку этими свой-

ствами обладают функции f (x), x .                                                 

Кроме того, имеем F(a)= 0, F(b) = 0, так как afa , bfb .  

Таким образом, функция F (х) удовлетворяет на отрезке [а, b] всем условиям теоремы 

Ролля. Следовательно, найдется хотя бы одна точка х = с внутри отрезка [а, b] такая, что 

0)(cF . 

Заметим, что  
ab

afbf
x

)()(
)( . Поэтому из равенства (4) следует 

ab

afbf
xfxF

)()(
)()( . 

Отсюда получаем, что 

0
)()(

)(
ab

afbf
cf         )(

)()(
cf

ab

afbf . 

 Теорема Лагранжа доказана. 

Если в формуле (3) положить  f(b) = f(a), то получим f'(с) = 0. 

Таким образом, теорема Ролля есть частный случай теоремы Лагранжа. 

Формула (3) носит название формулы Лагранжа. Часто ее записывают в следующем 

виде ))(()()( abcfafbf                           (4') 

В таком виде формула Лагранжа показывает, что приращение функции на данном 

отрезке равно величине этого отрезка, умноженной на значение производной функции 

в некоторой его внутренней точке. 

  

 

1.5 Лекция 7 -8 (4 ч.)  

Тема: Приложения дифференциального исчисления функций одной действительной пере-

менной к исследованию функции. 

1.5.1  Вопросы лекции: 

 

1. Правила Лопиталя 

2. Экстремумы функции. Необходимый, достаточные признаки экстремума 

функции. 
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3. Признак монотонности функции на интервале. Выпуклость - вогнутость гра-

фика функции, точки перегиба. Необходимое, достаточное условия тоски пере-

гиба. 

4. Асимптоты кривой. 

5. Исследование функций и построение схемы их графиков. 

6. Изопараметрические задачи 

 

1.6.2. Краткое содержание вопросов: 

 

1. Правила Лопиталя. 

Использование понятия производной при нахождении пределов 

Мы уже знакомы с приемами нахождения пределов отношения двух бесконечно малых 

или бесконечно больших функций, т.е. раскрытие неопределенностей вида 
0

0
 и . 

Рассмотрим новые правила для раскрытия этих неопределенностей – правила Лопиталя. 

Теорема. Предел отношения двух бесконечно малых или бесконечно больших функций 

(неопределенность 
0

0
 или ) равен пределу отношения их производных 

)x('

)x('f
lim

)x(

)x(f
lim

axax
, если предел правой части этого равенства существует. 

Поясним на примерах. 

Пример 1. Найти 
x

xsin
lim
x

5

0
.  

555
1

555

0

05

0000
xcoslim

xcos
lim

'x

)'x(sin
lim

x

xsin
lim

xxxx
 

Если отношение производных опять представляет собой неопределенность вида 
0

0
 

или , то можно снова применить правило Лопиталя, т.е. перейти к отношению вторых 

производных и т.д. 

Пример 2. Найти 2
0

41

x

xcos
lim
x

 

Числитель и знаменатель дроби одновременно стремятся к нулю. Применяя два раза 

правило Лопиталя, находим 

848
2

416

0

0

2

44

0

041

00020
xcoslim

xsin
lim

x

xsin
lim

x

xcos
lim

xxxx
 

Пример 3. Найти 2x

e
lim

x

x
 

Числитель и знаменатель дроби представляют собой бесконечно большие функции при 

х ∞. Применяя два раза правило Лопиталя, находим 

222

x

x

x

x

x

x

e
lim

x

e
lim

x

e
lim . 
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Кроме рассмотренных случаев неопределенностей вида 
0

0
 и , правила Лопи-

таля позволяют раскрывать неопределенности других видов. 

Неопределенность вида (∞-∞). Под раскрытием такой неопределенности понимают на-

хождение предела (здесь и в дальнейшем под с следует понимать как число, так и бесконеч-

ность) )]x()x(f[lim
cx

, когда f(x) и Ψ(x) являются бесконечно большими функциями 

одного знака, т.е. )(lim xf
cx

 и )(lim x
cx

. Этот случай преобразованием выражения 

(f(x)- Ψ(x)) сводится к неопределенности вида 
0

0
 или . 

Пример 4.  Найти 
xln

x

xln
lim
x

1

1
 

Если х 1, то 
xln

1
 и 

xln

x
; следовательно имеем неопределенность вида 

(∞-∞). Приведем дроби к общему знаменателю, тогда при х 1 числитель и знаменатель в 

последнем выражении одновременно стремятся к нулю. Таким образом, получаем неопреде-

ленность вида 
0

0
. Применяя правило Лопиталя, найдем 

1
1

111

111

x

lim
xln

x
lim)(

xln

x

xln
lim

xxx . 

Неопределенность вида (0∙∞). Под раскрытием такой неопределенности понимают на-

хождение предела )]x()x(f[lim
cx

, если 0)x(flim
cx

 и )x(lim
cx

. Этот случай 

также преобразованием выражения (f(x) Ψ(x)) сводится к раскрытию неопределенности вида 

0

0
 или . 

Пример 5.  Найти tgxxlim
x 2

2

. 

Так как 0
2

x  и tgx  при 
2

x , то имеем неопределенность вида 

0∙∞. Преобразуем данное выражение так: 

1
1

1

0

020
2

2222
xsin

lim
ctgx

x

lim)(tgxxlim
xxx

 

Неопределенность вида 1
∞
. Под раскрытием такой неопределенности  понимаем нахо-

ждение предела 
)x(

cx
)]x(f[lim , если 1)x(flim

cx
 и )x(lim

cx
. 
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Неопределенность вида 0
0
. Под раскрытием такой неопределенности понимают нахож-

дение предела 
)x(

cx
)]x(f[lim , если 0)x(flim

cx
 и 0)x(lim

cx
. 

Неопределенность вида ∞
0
. Под раскрытием такой неопределенности понимают нахо-

ждение предела 
)x(

cx
)]x(f[lim , если )x(flim

cx
 и 0)x(lim

cx
. 

Неопределенности вида 1
∞
, 0

0
, и ∞

0
 приводятся к случаям неопределенностей вида 

0

0
 или обычно с помощью логарифмирования 

)()]([ xxf  при условии, что f(x)>0. 

Пример 6. Найти 
x

x
)x(lim

1

21  

В этом случае )1( 2x , 0
1

x
, и мы имеем неопределенность вида ∞

0
. Обо-

значим 
xxy

1

2 )1( , т.к. (1+х
2
)>0, то логарифмируя, находим 

x

)xln(
)xln(

x
)xln(yln x

2
2

1

2 1
1

1
1  

Так как при х +∞ числитель и знаменатель стремятся к бесконечности, то получаем 

неопределенность вида . Применяем правило Лопиталя: 

0
1

1

2
1 22

x

x

lim
x

)xln(
limylnlim

xxx
 

Так как z=lny – функция непрерывная на Dz, то ylimlnylnlim
xx

; следова-

тельно, 0ylimln
x

 и 10eylim
x

. Итак 11

1

2 x

x
)x(lim . 

 

 

2. Экстремумы функции. Необходимый, достаточные признаки экстрему-

ма функции. 

Исследование функции с целью  построения графика 

Функция y=f(x) называется возрастающей (убывающей) на интервале (а;b), если для 

любых значений x1 и х2 аргумента х, таких что a<x1<x2<b выполняется неравенство 

f(x2)>f(x1) (f(x2)<f(x1)). 

Для нахождения интервалов возрастания и убывания функции нужно пользоваться дос-

таточными признаками монотонности: 

Если производная дифференцируемой функции положительна (отрицательна) на 

некотором интервале и стационарные точки (те в которых f'(x)=0) не заполняют сплошь ни-

какого отрезка, то функция возрастает (убывает) на этом интервале. 

Если в некоторой окрестности точки х0 для всех х≠х0 выполняется неравенство 

f(x)<f(x0) или f(x)>f(x0), то точка х0 называется точкой экстремума функции f(x) (соот-

ветственно точкой максимума или минимума). 
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Необходимое условие экстремума: Если функции f(x) имеет в точке х0 экстремум и 

дифференцируема в этой точке, то первая производная f '(x0) равна нулю. Таким образом, 

экстремум может наблюдаться в точках, в которых f′ (х0)=0 или не существует. 

Достаточное условие экстремума: Если х0 является точкой экстремума функции f(x), 

то ее первая производная f'(x) меняет знак при переходе через точку х0: с плюса на минус — 

при максимуме, с минуса на плюс - при минимуме. 

 

3. Признак монотонности функции на интервале. Выпуклость - вогнутость 

графика функции, точки перегиба.  Необходимое, достаточное условия 

тоски перегиба. 

Пусть функция f(x) удовлетворяет условию f "(x)>0. Тогда кривая у= f(x) выпукла вниз 

в точке с абсциссой х0. Если же f "(x)<0, то кривая у=f(x) в этой точке выпукла вверх. 

Точка с абсциссой х0 называется точкой перегиба кривой y=f(x), если при переходе че-

рез точку х0 меняется направление выпуклости. 

Необходимое условие точки перегиба: если х0 - точка перегиба кривой y=f(x), то вто-

рая производная f’'(х0) либо равна нулю, либо не существует. 

Достаточное условие точки перегиба: x0 является точкой перегиба кривой у=f(x), если 

в достаточно малой окрестности точки х0 при переходе через точку х0 вторая производная 

меняет знак. 

 

4. Асимптоты кривой. Исследование функций и построение схемы их гра-

фиков. 

Прямая уас=кх+b называется наклонной асимптотой кривой y=f(x), если расстояние от 

точки (x;f(x)) кривой до этой прямой стремится к нулю при х ∞. При этом    

x

)x(f
limk
x

,      )kx)x(f(limb
x

. 

При k=0 имеем горизонтальную асимптоту: у=b.  

Заметим, что если не существует хотя бы один из пределов, определяющих к и b, то 

асимптоты нет. 

Если )x(flim
ax 0

 или )x(flim
ax 0

, то прямая х=а называется верти-

кальной асимптотой графика функции. 

 

5. Исследование функций и построение схемы их графиков. 

Общая схема исследования функции и построения ее графика. 

I. Элементарное исследование: 

1)  найти область определения функции; 

2)  исследовать функцию на четность (нечетность); 

3)  исследовать функцию на периодичность; 

4)  определить, если это не вызовет особых затруднений, точки пересечения графика с 

координатными осями. 

II. Исследование графика функции по первой производной: 

1)  найти у'(х); 

2)  используя необходимый признак существования экстремума найти точки, «подозри-

тельные» на экстремум, т.е. точки в которых у'(х)=0 или у′(х) не существует; 

3)  нанести критические точки на область определения и найти знак производной во 

всех получившихся интервалах; 

4)  используя признаки монотонности определить характер монотонности функции на 

каждом интервале; 
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5)  используя достаточный признак существования экстремума установить наличие экс-

тремума и их характер; 

6)  вычислить значение функции в точках экстремума, если они есть.  

III. Исследование графика функции по второй производной: 

1) найти у" (х); 

2) используя необходимый признак существования точек перегиба, найти точки «по-

дозрительные» на перегиб, т.е. точки в которых у"(х)=0 или у"(х) не существует; 

3) нанести полученные точки на область определения и найти знак второй производной 

в каждом из получившихся интервалов;  

4) используя теорему о форме кривой установить характер выпуклости (вогнутости) 

графика функции на каждом промежутке; 

5)  используя достаточный признак существования точек перегиба установить их нали-

чие; 

6)  вычислить значения функции в абсциссах точек перегиба. 

IV. Исследовать поведение функции на границах области определения. 

V.  Исследовать кривую y=f(x) на наличие асимптот и указать область значений функ-

ции. 

VI.Построить график функции. 

Если исследование произведено без ошибок, то результаты всех этапов должны согла-

совываться друг с другом. Если же согласование отсутствует, необходимо проверить пра-

вильность результатов отдельных этапов и исправить ошибки. 

Пример 1. Найти асимптоты графика функции 2

3

)1(x

x
y  

Точка х=−1 является точкой разрыва функции. Так как 2

3

01 1)x(

x
lim

x
, прямая 

х=-1 служит вертикальной асимптотой графика функции. 

Ищем наклонные асимптоты уас=кх+b, 

1
1 2

3

x)x(

x
lim

x

)x(f
limk

xx

2
1 2

3

x
)x(

x
lim)kx)x(f(limb

xx
 

Таким образом, уравнение наклонной асимптоты имеет вид  уас=-х+2. 

График функции имеет одну вертикальную и одну наклонную асимптоту. 

Пример 2. Исследовать функцию 53
3

1 23 xxxy  и построить ее график. 

1. Элементарное исследование. 

1) Областью определения данной функции является множество всех действительных 

чисел: D(y)=R. 

2),3) Данная функция является элементарной, поэтому непрерывна на всей области оп-

ределения, асимптот не имеет, не является ни четной, ни нечетной, ни периодической. 

4) Для определения точки пересечения исследуемой кривой с осью ОХ следует решить 

уравнение  053
3

1 23 xxx . Из-за отсутствия целочисленных корней этого уравне-

ния его решение громоздко (хотя и может быть найдено по формулам Кардано). Для нахож-

дения точки пересечения графика с осью ОY подставим в уравнение функции х=0, получим 

точку А(0;5). 
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2. Исследование по первой производной 

Для нахождения интервалов возрастания (убывания) функции определим интервалы 

знакопостоянства ее первой производной 32' 2 xxy  (рис.2). 

Корнями производной являются точки х1=-1 и х2=3 (критические точки).  

 

 

 

 

 

 

 

Промежутки знакопостоянства производной определяются методом интервалов. Дан-

ная функция возрастает на (-∞;-1) и (3;+∞) и убывает на  

(-1;3). При переходе через точку х1=-1 у′ меняет знак с «+» на «-», поэтому в этой точке 

функция имеет максимум 
3

2
6)1(max yy . Значит, В(-1;

3

2
6 ) – точка максимума. Так 

как при переходе через точку х2=3 у’ меняет знак с «-» на «+», то С(3;-4) – точка минимума. 

3. Исследование по второй производной: у′′=2х-2 у′′=0  при х=1 (точка «подозритель-

ная» на перегиб) 

 

 

 

 

 

 

 

Так как при переходе через точку х=1 у′′ меняет знак, то х=1 есть абсцисса точки пере-

гиба графика.  D (1; 
3

1
1 ) – точка перегиба. 

Результаты исследования сведем в таблицу: 

x (−∞;−1) −1 (−1;1) 1 (1;3) 3 (3;+∞) 

y возрастает 

выпукла 

max убывает 

выпукла 

перегиб убывает 

вогнута 

min возрастает 

вогнута 

y′ + 0 − − − 0 + 

y′′ − − − 0 + + + 

 

Строим график исследуемой функции: 

 

 

 

 

 

 

 

 

 

 

 

 

xy

y'

-1 3

+ +-

xy

y'’

1

- +

y

x

0
1 2 3 4 5 6

1

2

3

4

5

6

7

-1-2-3-4
-1

-2

-3

-4

-5

Рис. 2 

Рис.3 
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6. Изопараметрические задачи. 

Экстремумы функции одного переменного 

Пусть  - область определения функции  и точка . 

Определение 1. Число М называется локальным максимумом функции , если 

существует такая окрестность точки , что для всех  из нее выполняется неравенст-

во . При этом М= , а сама точка  называется точкой локального макси-

мума. 

Определение 2. Число m называется локальным минимумом функции , если 

существует такая окрестность точки , что для всех  из нее выполняется неравенст-

во . При этом m= , а сама точка называется точкой локального мини-

мума. 

Определение 3. Локальный максимум и локальный минимум называются локальными 

экстремумами. Соответствующая точка  называется точкой локального экстремума. 

Теорема Ферма. Если функция  имеет производную в точке  и достигает в 

этой точке локального экстремума, то  

Определение 4. Точки, в которых производная функции равна нулю, называются ста-

ционарными точками. 

Замечание. Функция может иметь экстремум и в точке, где эта функция не имеет про-

изводной. Например,  - точка минимума функции , а  не существует. 

Определение 5. Точки, в которых функция имеет производную, равную нулю, или не 

является дифференцируемой, называют критическими точками. 

Для того, чтобы точка  была точкой экстремума функции , необходимо, 

чтобы  являлась критической точкой данной функции. 

Теорема 1. (достаточные условия того, что стационарная точка является точкой 

экстремума) Пусть функция  дифференцируема на множестве ,  - стацио-

нарная точка функции  и . Тогда: 

1) если при переходе через точку  производная функции  меняет знак с 

“плюса” на “минус”, т. е.  слева от точки  и <0 справа от точки , то  - 

точка локального максимума функции ; 

2) если при переходе через точку  производная функции  меняет знак с “ми-

нуса” на “плюс”, то  - точка локального минимума функции . 

Теорема 2. (достаточные условия того, что стационарная точка является точкой 

экстремума) Пусть функция  дифференцируема на множестве ,  - стацио-

нарная точка функции  и эта функция имеет вторую непрерывную производную в 

окрестности точки . Тогда: 

1) если <0, то  - точка локального максимума функции ; 

2) если >0, то  - точка локального минимума функции . 

Схема для решения задач на определение экстремума функций. 

1. Установить область определения функции . 

2. Найти её первую производную. 

http://pandia.ru/text/category/differentciya/
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3. Найти стационарные точки функции , т. е. решить уравнение =0, и 

точки, в которых  не определена. 

4. Определить знак производной на числовых интервалах, на которые стационарные и 

критические точки разбили область определения. Оформить следует в виде таблицы или чи-

словой прямой (см. пример1). 

Пример 1. Найти экстремумы функции . 

Решение. Данная функция определена для всех действительных чисел, ее производная 

имеет вид  и также определена при всех x. Из уравнения  на-

ходим стационарные точки: , . Найденные стационарные точки разбивают об-

ласть определения функции на интервалы: (− , −1)  (−1, 1) (1, + ). Составляем таб-

лицу для числовых интервалов и определяем знак производной. Для этого, наряду с другими 

способами, можно ограничиться вычислением значения производной в промежуточных точ-

ках полученных интервалов. Например, , 

, . Данные собираем в таблицу: 

X 
 

–1 
 

1 
 

Знак  — 0 + 0 — 

Вывод 

 

абс. т. мин. 

 

абс. т. макс. 

 Или можно оформить в виде числовой прямой: 

 

Ответ. , . 

 Наибольшее и наименьшее значения функции одного переменного на числовом 

отрезке 

Пусть функция  непрерывна на числовом отрезке [a;b] и имеет несколько кри-

тических точек на этом отрезке. Для нахождения наибольшего и наименьшего значений 

функции на числовом отрезке [a;b] удобно придерживаться следующей схемы рассуждений. 

1. Найти первую производную функции . 

2. Найти стационарные и критические точки и выбрать те из них, которые попадают в 

отрезок [a;b]. 

3. Найти значения функции  в этих точках. 

4. Найти значения функции  в точках =a и =b. 

5. Из найденных значений выбрать наибольшее и наименьшее. 

Замечание. Нет необходимости выяснять характер стационарных точек, если стоит за-

дача найти только наибольшее и наименьшее значения функции  на отрезке [a;b]. 

Ответ записывается в виде найденных числовых значений:  и . 

Пример 2. Найти наибольшее и наименьшее значения  на отрезке [1;4]. 

Решение. , причем производная определена всюду, критиче-

ских точек нет. Чтобы найти стационарные точки, приравниваем производную к ну-

лю: . Итак,  и - стационарные точки. При этом , 

а , поэтому последняя точка нас не интересует. Сравниваем значения исходной 

функции в выбранной точке и на концах отрезка: 
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; ; . 

Ответ. , . 

 

 Наибольшее и наименьшее значения функции одного переменного на интервале 

При решении задач, связанных с определением наибольшего (наименьшего) значений 

функции на открытом числовом интервале (в частности, при решении прикладных задач) ис-

пользуется следующее утверждение. 

Пусть функция  определена на открытом числовом интервале (a;b) и имеет на 

нём единственную стационарную точку . 

Если  - точка локального максимума, то = ; если  - точка локально-

го минимума, то = . 

Пример 3. Число 36 записать в виде произведения двух положительных чисел, сумма 

которых наименьшая. 

Решение. Пусть первый множитель равен , тогда второй множитель равен . Сумма 

этих чисел равна . По условию задачи  − положительное число. Таким образом, за-

дача свелась к нахождению такого значения , при котором функция  прини-

мает наименьшее значение на интервале . Найдём производную: 

. 

Стационарные точки = 6 и = −6. На интервале >0 есть только одна стационарная 

точка = 6. При переходе через точку = 6 производная меняет знак с “−” на “+”, и поэто-

му = 6 − точка локального минимума. Следовательно, наименьшее значение на интерва-

ле >0 функция  принимает в точке = 6: . 

Ответ. 36= 6∙6. 

Пример 4. Найти наибольшее (или наименьшее) значение функции  на интер-

вале (−2; 0). 

Решение. Производная ; причем она определена на интервале (−2; 0) и не 

имеет здесь критических точек. Чтобы найти стационарные точки, приравниваем производ-

ную к нулю: , т. е. . Решая уравнение , находим стацио-

нарные точки: = −1. Определяем знак производной: 

 

Так как = −1 − это точка локального максимума, то . 
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Ответ. . 

 

 

1.6 Лекция 9 (Л-9)  

Тема: Теория пределов, непрерывность, дифференцируемость функции многих переменных. 

1.6.1  Вопросы лекции: 

 

1. Функция многих переменных: определение, область задания, график. 

2. Предел и непрерывность функции многих переменных. 

3. Полное приращение функции двух пере5менных. Частные приращения и 

производные функции двух переменных, их геометрический смысл. 

4. Дифференциал функции многих переменных, приближенные вычисления с 

его помощью. 

5. Дифференцирование композиции функций и неявных функций. 

 

1.6.2. Краткое содержание вопросов: 

 

1. Функция многих переменных: определение, область задания, график. 

Функция многих переменных: основные понятия 

При изучении различных процессов, протекающих в природе, мы сталкиваемся с одно-

временным изменением нескольких переменных величин, причем число переменных, участ-

вующих в данном процессе, чаще бывает больше двух. Например, при изучении процесса 

распространения тепла в каком-либо неоднородном теле мы должны исследовать величину 

температуры в разных точках тела в разные моменты времени.  

Так как положение точки в трехмерном пространстве в декартовой системе координат 

определяется тремя числами x, y, z, то фактически в указанном процессе надо изучать совме-

стное изменение пяти переменных величин: трех координат точки, времени и температуры. 

Изучая смещение точек натянутой струны при ее поперечных колебаниях, мы исследуем со-

вместное изменение трех величин: одной координаты, определяющей положение точки на 

струне, времени и величины смещения в каждой точке струны.  

Во всяком конкретном процессе можно всегда выяснить, какие из участвующих в этом 

процессе величин можно считать независимыми переменными. В приведенных выше приме-

рах видно, что время и координаты точек исследуемого объекта можно считать независимы-

ми переменными, так как от нас зависит, в какой момент и в какой точке мы будем измерять, 

например, температуру или смещение.  

В этих примерах совокупности значений независимых переменных соответствует по 

определенному физическому закону значение изучаемой величины — температуры или 

смещения. Это понятие соответствия, которое было положено в основу определения 

функции одной переменной, также лежит в основе понятия функции нескольких пере-

менных. Например, для случая совместного изменения трех переменных величин можно 

дать следующее определение. 

Определение: Даны три переменные величины х, у и z. Если каждой паре значений 

независимых переменных х и у соответствует по некоторому закону определенное значение 

переменной z, то переменная z называется функцией двух независимых переменных х и у.  
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 Обозначение функции двух переменных следующее: z=f(x,y), где буква перед скоб-

ками, как и для функции одной переменной, обозначает закон соответствия между па-

рами чисел (х; у) и числами z. 

Положение точки на плоскости в декартовой системе координат определяется парой 

чисел, а именно абсциссой и ординатой этой точки: М(х;у). Поэтому функцию двух пере-

менных Z=f(x;y) можно рассматривать как функцию точки плоскости и записывать 

z=f(M), где М и есть точка плоскости с координатами х и у.  

Может быть, что формула, задающая функцию, имеет смысл не для всех возможных 

пар чисел (х; у), т. е. не во всех точках плоскости. Например, для функции, заданной фор-

мулой    yxz 31 , не всегда в области вещественных чисел выполнимо извле-

чение корня. Действительно, если, например,  x=0, a y=1, то (х-1)(3-у)=-2 и веществен-

ного значения для z по этой формуле не получается. 

Определение: Множество тех пар чисел (х;у), для которых в области вещест-

венных чисел определено соответствующее значение функции z, называется обла-

стью существования  функции z. 

Областью существования функции двух переменных может быть вся плоскость или 

часть плоскости XOY. Для функции из рассмотренного выше примера областью существо-

вания будет множество тех пар чисел (х;у), для которых подкоренное выражение неотрица-

тельно. Неравенство (х-1)(3-у)≥0  будет верно, или если      ,
3у

1х
    

y

x

03

01
 или если  

  . 
3у

1х
    

y

x

03

01
 

Отмечая на плоскости местоположение точек (х; у), координаты которых удовлетво-

ряют неравенствам, получаем в качестве области существования функции часть плоско-

сти. 

Для функции, заданной формулой  
22 yxz , областью существования будет 

вся плоскость, так как действия,   указанные в правой  части формулы,   выполнимы  в 

области вещественных чисел для любых пар чисел (х; у).  

Для функции, заданной формулой  
yx

yx
z

3

32

,  областью существования будет вся 

плоскость, за исключением тех точек (х; у), для которых 3х-у=0, так как для таких пар чи-

сел (х; у) действие деления теряет смысл. Точки (х; у), для которых 3х-у = 0, заполняют на 

плоскости прямую линию. Таким образом, областью существования в данном случае яв-

ляется вся плоскость XOY, за исключением точек прямой линии Зх—у = 0. 

В дальнейшем функции, заданные аналитически, т. е. конкретной формулой, будут  

Если дана функция z=f(x,y), то для каждой пары чисел (x0,y0) из области существования 

функции можно определить соответствующее значение z0=f(x0,y0). Взяв координатную сис-

тему в пространстве, мы можем для каждой точки (x0,y0) из области существования функции 

отложить соответствующую аппликату z0  и получить точку M0(x0,y0,z0) в пространстве. 

Множество всех таких точек в пространстве называется графиком функции двух пе-

ременных. Чаще всего графиком функции двух переменных является какая-нибудь поверх-

ность. Сама формула, задающая функцию z=f(x,y), и есть уравнение этой поверхности. 

Так, например, известно, что уравнение  z-2x+3y+8= 0 есть уравнение плоскости. 

Следовательно, указанная плоскость есть график функции z=2x-3y-8. Эта функция z 

линейна относительно х и у.  

 

2. Предел и непрерывность функции многих переменных. 

 Будем обозначать расстояние между любыми двумя точками А и В через  
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ρ (А, В). Рассмотрим последовательность точек на плоскости Мn (хп; yп)   (п = 1, 2,...). 

 Определение: Последовательность точек Мn стремится к точке М0 (сходится к точке 

М0), если расстояние р(М0, Мn) стремится к нулю при n→∞.Точка M0 называется в этом слу-

чае  предельной точкой последовательности точек Мn. 

 Теорема. Для того чтобы последовательность точек Мп (хп;уп) стремилась к точке М0 

(х0 ;у0) необходимо и достаточно, чтобы ., 00 yyxx nn    

 Определение: Множество точек М(х;у) на плоскости называется  ограниченным, если 

все точки М(х;у) содержатся в некотором прямоугольнике [а, b;c,d] ( dycbxa , ). 

 Это определение применимо, в частности, и к последовательности точек на плоско-

сти. А именно: последовательность точек на плоскости  

Мп (хп;уп) ограничена тогда и только тогда, когда ограничены обе последовательности 

чисел хn  и yn, т. е. когда выполняются неравенства dycbxa nn ,  для  n= 1,2,3, ... 

 Нетрудно доказать, что если последовательность точек сходится к некоторой пре-

дельной точке, то эта последовательность ограничена. 

 Понятие предела функции двух переменных дается, как и для функции одной пере-

менной. 

 Определение: Если для любой последовательности точек Мп (хп; уп), стремящейся к 

точке М0(х0;у0), последовательности соответствующих значений функции f(Mn) = f(xn,; yn) 

всегда стремятся к одному и тому же числу А, то это число называется пределом функции f(x, 

у)= f(M) при  

М (х; у)→ М0(х0;у0). 

 Обозначается это следующим образом: ),M(flimA
MM 0

 или ).y,x(flimA

yy
xx

0

0

 

 Как видим, эта форма определения предела функции использует понятие предела по-

следовательности. 

Все положения теории пределов легко переносятся без существенных изменений на 

функции нескольких переменных, и пределы функций можно вычислять по обычным прави-

лам. 

 Определение: Пусть функция z=f(x,y) определена в точке М0(х0;у0) и в некоторой ее 

окрестности, тогда  если имеет место равенство 

),y;x(F)y;x(flim

yy
xx

00

0

0
 

то функция называется непрерывной в точке М0 (х0; у0). 

  Очевидно, что из непрерывности функции двух переменных z=f(x;y) в точке М0 

(х0;у0) вытекает непрерывность этой функции по каждой из переменных в отдельности. Об-

ратное утверждение, вообще говоря, неверно.  

 Арифметические действия над непрерывными функциями, построение сложных 

функций из непрерывных функций приводят к непрерывным же функциям (при условии, что 

деление производится на функцию, не обращающуюся в ноль). Эти утверждения доказыва-

ются так же, как для функций одной переменной, применением соответствующих теорем о 

пределах функции. 

 Справедливы также свойства непрерывных функций в некоторой области, аналогич-

ные свойствам непрерывных функций одной переменной.  

 Определение: Функция называется непрерывной в области, если она непрерывна в 

каждой точке этой области. 

 Если в какой-либо точке плоскости для функции z=f(х, у) нарушается определение не-

прерывности, то говорят, что функция z=f(х, у)  имеет разрыв в этой точке. Геометрически 

график функции, т. е. поверхность, «разорван» в этой точке. Разрывы могут быть не только в 

отдельных точках, но и сплошь на какой-либо кривой. Разрывы поверхностей гораздо труд-

нее представить себе и тем более изобразить на чертеже, чем разрывы кривых на плоскости.  
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3. Полное приращение функции двух переменных. Частные приращения и 

производные функции двух переменных, их геометрический смысл. 

 Определение: Будем называть точку М(х;у), принадлежащую области (D), внутрен-

ней точкой этой области, если области (D) также принадлежит и некоторая окрестность точ-

ки М. 

 Так, например, если область (D) есть круг с присоединенной к нему окружностью, его 

ограничивающей, то точки этой окружности не являются внутренними точками области (D), 

так как всякая окрестность любой точки окружности захватывает часть плоскости, не при-

надлежащую кругу. Все же остальные точки круга являются его внутренними точками. 

 Рассмотрим функцию двух переменных z=f(x,y) в области (D) и внутреннюю точку 

М(х;у) этой области. Придадим переменной х приращение ∆x, а значение переменной у ме-

нять не будем, т. е. перейдем на плоскости от точки М(х; у) к точке );( yxxM .  При этом 

значение функции f(х,у) также изменится. Назовем это изменение частным приращением 

функции по переменной х. Оно будет равно 

),(),(),( yxfyxxfyxfx . 

Аналогично можно составить частное приращение по переменной у 

),(),(),( yxfyyxfyxfy . 

 Определение. Если существует конечный предел 

x

yxfx

x

),(
lim

0
               

y

yxfy

y

),(
lim

0
, 

то он называется частной производной по переменной х (по переменной у) от функ-

ции z=f(x,y) в точке М(х; у).  

  Обозначаются частные производные каким-нибудь из следующих символов:  

yx zz ,  или yx ff ,  или ,,
y

f

x

f
  или 

y

z

x

z
, . 

 Последние четыре обозначения являются только названиями, символами, их нельзя 

рассматривать как дроби, тогда как  обозначение 
dx

dy
  для производной функции одной пе-

ременной можно рассматривать как частное от деления двух дифференциалов. 

 Из определения следует, что частная производная функции двух переменных равна 

обычной производной функции одной переменной, полученной при условии, что вторая не-

зависимая переменная сохраняет постоянное значение. Следовательно, правила нахождения 

частных производных те же, что и правила нахождения обычных производных функции од-

ной переменной. 

Пример. Найдем   частные   производные   функции 

                                               z= х
3
у

2
 + 2хlnу + х

У
. 

При нахождении частной производной по х считаем у постоянной  

z'х = 3x
2
у

2
 + 2lnу + ух

y-1
; 

при нахождении частной производной по у считаем х постоянной  

.ln
1

22 3 xx
y

xyxz y

y  

 Частные производные функции двух переменных имеют вполне определенный гео-

метрический смысл. Рассмотрим поверхность, являющуюся графиком функции z=f(x,y) и 

возьмем на этой поверхности некоторую точку М0(х0;у0;z0) (рис1). Проведем через эту точку 

сечение поверхности плоскостью Q, параллельной координатной плоскости уОz. Уравнение 

плоскости Q: х=х0. Эта плоскость пересечет поверхность по некоторой кривой АВ. Кривая 

АВ плоская (так как она лежит в плоскости Q) и лежит на поверхности. Во всех точках этой 
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кривой координата х постоянна: х = х0. Поэтому уравнение кривой АВ имеет вид 

),( 0 yxfz . Частная производная по у функции z=f(x,y), вычисленная в точке (х0;у0), 

равняется угловому коэффициенту касательной в точке М0(х0;у0;z0) к плоской кривой АВ. 

Проводя сечение поверхности плоскостью Р, параллельной координатной плоскости хОz, и 

повторяя предыдущие рассуждения, убеждаемся, что частная производная по х функции 

z=f(x,y), вычисленная в точке (х0;у0), равняется угловому коэффициенту касательной в точке 

М0(х0;у0;z0) к плоской кривой, получающейся в пересечении поверхности с плоскостью Р. 

 Понятие частных производных определяется так же и для функций любого числа пе-

ременных. Так, для функции трех переменных u=f(х,у,z) можно определить три частные про-

изводные 
z

u

y

u

x

u
,,  . 

 Пример.  Дана функция ,56 22 yxzxxyzu  найти частные производные первого 

порядка. 

.512,6,106 222 xxyz
z

u
xxz

y

u
yxzyz

x

u
 

 Можно ввести понятие частных производных порядка выше первого.  Так, част-

ные производные 
x

z
и 

y

z
 какой-либо функции двух переменных z(х,у) сами являются, во-

обще говоря, функциями двух переменных и, следовательно, от них можно опять брать част-

ные производные по х и по у. Результат дифференцирования называется частной производ-

ной второго порядка (или просто второй частной производной). Если от 
x

z
 взять част-

ную производную по х, то  результат обозначается 

,
2

2

x

z

x

z

x
 или xxz , или 

2xz . 

  Это обозначение опять-таки является чисто символическим. От той же частной 

производной 
x

z
 можно взять частную производную по у; результат дифференцирования на-

зывается смешанной частной производной второго порядка и обозначается 

,
2

yx

z

x

z

y
 или xyz . 

 Таким же образом можно вычислить частные производные второго порядка 
yx

z2

 и 

2

2

у

z
, полученные от дифференцирования по х или по у частной   производной 

y

z
. 

  В следующей теореме сформулируем условия, при которых величина смешан-

ных частных производных какого-либо порядка не зависит от того, в каком порядке произ-

водится дифференцирование.  

  Теорема Шварца. Если частные производные высшего порядка непрерывны, 

то смешанные производные одного порядка, отличающиеся лишь порядком дифференциро-

вания, равны между собой.   

Полное приращение функции нескольких переменных 

 Рассмотрим функцию двух переменных z=f(x,y) и некоторую внутреннюю точку 

М0(х0;у0) из области существования этой функции. Придадим значениям обеих независимых 

переменных х0 и у0 какие-нибудь приращения ∆x и ∆у, отличные от нуля. 
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 Определение: Полным приращением функции z=f(x,y) в точке М0 называется прира-

щение функции, отвечающее произвольным приращениям обеих переменных 

),(, 0000 yxfyyxxfz . 

 Если функция удовлетворяет некоторым требованиям, то ее полное приращение мож-

но выразить через ее частные производные в точке М0 и через приращения независимых пе-

ременных аналогично тому, как это было сделано для функции одной переменной. Для 

функции одной переменной у=f(х) из существования конечной производной в точке х0 выте-

кала  следующая формула для приращения функции: 

,xx)x(f)x(f)xx(fy 000  

где α- величина, зависящая от ∆x и стремящаяся к нулю вместе с ∆x.  

 В формулируемой ниже теореме устанавливается аналогичная формула для полного 

приращения функции двух переменных, но приходится требовать больше, чем просто суще-

ствования частных производных в точке М0 (х0;,у0). 

 Теорема. Если у функции z=f(x,y) существуют частные производные в точке М0(х0,у0) 

и в ее окрестности, а они непрерывны, как функции двух переменных в точке М0(х0,у0), то 

полное приращение функции может быть записано в следующем виде: 

yyxxyxyyxfxyxfz yx 00000000 ,,,, , 

где α и β – величины, зависящие от ∆x и ∆у и стремящиеся к нулю вместе с ∆x и ∆у. 

 Следствие: Из существования и непрерывности в данной точке (х0,y0) частных произ-

водных f'х и f'у функции f(x,у) вытекает непрерывность самой функции f(x,у) в точке (х0;y0). 

Действительно, при сделанных предположениях имеет место формула из теоремы,  а из 

нее следует, что при ∆х→0 и ∆у→0 все четыре слагаемых в правой части формулы стремятся 

к нулю, т.е. 0,),( 0000 yxfyyyxf . А это и означает, что  

),,(),(lim 00

0

0

yxfyxf

yy
xx

 

т.е. функция f(x,y) непрерывна в точке (х0; у0). 

Вычисление производных сложных функций нескольких переменных 

 При построении сложных функций нескольких переменных можно брать в качестве 

составляющих функции с различным числом независимых переменных. Поэтому трудно за-

писать в одной формуле все возможные случаи, которые могут встретиться при построении 

сложной функции. Вследствие этого ниже будет изложено только несколько самых простых 

случаев. 

 1. Пусть функция z=f(x,y) задана в некоторой области (D) и х и у являются сами функ-

циями от переменной t, изменяющейся в таком промежутке [α,β], что значения функций х(t) 

и у(t) при изменении t в  [α,β] не выходят за пределы области (D). В таком случае z является 

сложной функцией от одной переменной: 

)(, tFtytxfz  

 Если существуют непрерывные частные   производные 
x

z
и 

y

z
 функции z и сущест-

вуют производные 
dt

dx
и 

dt

dy
, то существует производная по t от сложной функции, которая   

и вычисляется по следующей формуле: 

dt

dy

y

z

dt

dx

t

z

dt

dz
 

 2. Пусть задана функция одной переменной z=f(x) в промежутке [а,b], а переменная t 

зависит от двух переменных x и у: t=t(х,у), причем х и у изменяются в такой области, что зна-

чения функции t не выходят за пределы [а,b]. Тогда через посредство t величина z зависит от 
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двух переменных z=f[t(x,y)]; следовательно, можно ставить вопрос о существовании и вы-

числении частных производных функции z по х и по у. 

 Закрепим значение переменной у и будем менять только х. Тогда z будет сложной 

функцией одной переменной х и можно вычислять частную производную по х, пользуясь 

формулой дифференцирования сложной функции одной переменной: 
x

t

dt

dz

x

z
 (обратите 

внимание на обозначения производных). 

 Аналогично  
y

t

dt

dz

y

z
. 

 3. Пусть функция z=f(x,y) задана в некоторой области (D) и х и у являются функциями 

от переменных s и t: x=x(s,t), y=y(s,t), причем s и t изменяются в такой области, что соответ-

ствующие значения функций х и у не выходят за пределы области (D). Тогда z через посред-

ство х и у является сложной функцией от s и t )].,(),,([ tsytsxfz  

 Если существуют непрерывные частные производные 
x

z
и 

y

z
 и существуют част-

ные производные ,,,,
t

y

t

x

s

y

s

x
 то существуют и частные производные сложной функции 

по s и t, которые  вычисляются по формулам: 

.;
t

y

y

z

t

x

x

z

t

z

s

y

y

z

s

x

x

z

s

z
 

 Пример. Пусть z=f(x,y), .,2
2

2

s

t
ystx   

Имеем: .
2

2,2
2

2

s

t

y

z
t

x

z

t

z

s

t

y

z

x

z

s

z
 

Пусть функция z=f(x,y) задана конкретной формулой, например  

,sin 32 yxz  а х и у выражаются через s и t так же, как выше.  

 Тогда можно непосредственно сделать подстановку выражений для х и у в функцию z:  

.2sin

3
2

22

s

t
stz   Отсюда можно найти 

s

z
, пользуясь правилом дифференци-

рования сложной функции одной переменной: 

2

2
2

2
22

3
2

22 3222cos
s

t

s

t
st

s

t
st

s

z
. 

 Раскроем скобки в правой части и введем опять обозначения х и у. 

2

2
23232 3cos22cos

s

t
yyxxyx

s

z
. 

Так как  ,3cos,2cos 23232 yyx
y

z
xyx

s

z
 

 то мы действительно получили формулы данного примера. 

 

4. Дифференциал функции многих переменных, приближенные вычисле-

ния с его помощью. 
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 Пусть дана дифференцируемая функция одной переменной y=f(x), ее приращение 

можно написать в виде ,xxyy  где α→0 при ∆х→0.  Дифференциалом функ-

ции y=f(x) мы называем первое слагаемое этой формулы, линейно зависящее от ∆х. Из фор-

мулы видно, что дифференциал равен xy . Таким образом, понятие дифференциала опре-

делено для всякой функции, имеющей производную, поэтому выражение «функция y=f(x) 

дифференцируема» означает то, что она имеет производную, и то, что она имеет дифферен-

циал. 

 Для функций нескольких переменных  свойство функции иметь частные производные 

еще не обеспечивает справедливость формулы  полного приращения функции.  

Определение: Если полное приращение функции z=f(x,y) в точке (х0;у0) может быть 

записано по формуле:  

yyxxyxyyxfxyxfz yx 00000000 ,,,, , 

 где α→0 и β→0, то функция z=f(x,y)  называется дифференцируемой в точке (х0;у0). 

 Примером дифференцируемой в точке (х0;у0) функции может служить всякая функ-

ция, имеющая в этой точке непрерывные частные производные. 

 Определение: Полным дифференциалом дифференцируемой функции z=f(x,y) на-

зывается та часть полного приращения этой функции, которая линейно зависит от ∆х и ∆у: 

yyxfxyxfdz yx ),(),( 0000 . 

 Пользуясь другой записью частных производных, можно написать формулу для пол-

ного дифференциала в следующем виде: 

y
y

z
x

x

z
dz . 

 Таким образом, понятие полного дифференциала в случае функций нескольких пере-

менных определено не для всякой функции, имеющей частные производные, а только для 

дифференцируемой функции. 

 Условимся понимать под дифференциалами независимых переменных произвольные 

приращения этих независимых переменных xdx ,   ydy . 

 Тогда полный дифференциал функции можно написать по формуле: 

dy
y

z
dx

x

z
dz  

 Полный дифференциал функции нескольких переменных обладает целым рядом 

свойств, аналогичных свойствам дифференциала функции одной переменной. 

 Пример. Полное приращение функции z= х
2
 + Зху—2у

2 
имеет вид: 

2
234332 yxyxyyxxyxz . 

Пользуясь, обозначение dz, можно написать: 
2

23 yxyxdzz  , 

откуда, отбрасывая последние слагаемые, получаем приближенную формулу: 

yyxxyxz 4332 . 

 Возьмем численные значения: х=2, у=1, ∆х=0,001, ∆у=−0,002.  

 Тогда dz=7∙0,001−2∙0,002=0,003. 

 Это число можно принять за приближенное значение ∆z: ∆z≈0,003. Подсчитывая точ-

но значение ∆z по формуле, получаем: 

∆z =0,003+(−0,005)∙0,001−2∙(0,002)
2
 =0,003−0,000013=0,002987. 

 Абсолютная погрешность замены ∆z на dz меньше, чем 0,00002, а относительная по-

грешность меньше, чем 0,007. 

 Отметим еще следующее очень важное свойство полного дифференциала. 
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Полный дифференциал функции нескольких переменных обладает свойством неизмен-

ности (инвариантности) формы.  

 Свойство неизменности формы дифференциала функции одной переменной у=f(x), 

т.е. свойство дифференциала сохранять неизменным внешний вид записи, как в том случае, 

когда х является функцией от новой независимой переменной, было доказано в курсе диффе-

ренциального исчисления функций одной переменной.  

 Аналогичное свойство справедливо и для полного дифференциала функции несколь-

ких переменных. 

 Пусть z=f(x,y), где х и у — независимые переменные. Тогда полный дифференциал 

функции z по  имеет вид 

                                               ,dy
y

z
dx

x

z
dz  

где dx и dy означают произвольные приращения независимых переменных. 

 

5. Дифференцирование композиции функций и неявных функций. 

 Пусть теперь z=f(x,y), х и у в свою очередь зависят от переменных s и t:  

x=x(s,t) и у=у(s,t). Кроме того, существуют непрерывные частные производные 
y

z
,

x

z
. 

Функция z является сложной функцией от s и t. Тогда можно написать: 

,dt
t

z
ds

s

z
dz где ds и dt - произвольные приращения  

t

z

s

z
, .  По формулам произ-

водных сложной функции: 

     ;dt
t

y
ds

s

y

y

z
dt

t

x
ds

s

x

x

z
dt

t

y

y

z

t

x

x

z
ds

s

y

y

z

s

x

x

z
dz  

множители в скобках в последней части равенства являются по определению полными 

дифференциалами функций х=х(s,t) и у=у(s,t) и, следовательно, .dy
y

z
dx

x

z
dz  

 Таким образом, внешняя форма записи полного дифференциала и в этом случае ока-

залась такой же, как и тогда, когда х и у являлись независимыми переменными, но смысл 

символов dx и dy иной: 

dt
t

y
ds

s

y
dydt

t

x
ds

s

x
dx , . 

 Поэтому dx≠∆x, dy≠∆y. 

 Свойство неизменности формы полного дифференциала может быть использовано 

для сокращения выкладок при нахождении дифференциалов и частных производных.  

  Так же как и в случае функций одной переменной, можно для функций не-

скольких переменных вычислять дифференциалы порядка выше первого. Пусть х и у явля-

ются независимыми переменными. Дифференциалом второго порядка от функции z=f(x,y) 

называется дифференциал от полного дифференциала: ).(2 dzdzd  

Для него можно получить легко запоминающееся выражение (в последующих выклад-

ках учитываем, что dx и dy — величины постоянные): 
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.dy
y

z
dx

yx

z

dx
x

z
dy

y

z
dxdy

xy

z
dxdy

yx

z
dx

x

z
dy

y

z

y
dx

y

z

x
dy

dy
y

z

y
dx

x

z

x
dx

y

z
dyd

x

z
dxddy

y

z
dx

x

z
d)dz(dzd

2

2

22

2

2

2
2

2

222
2

2

2

2

2

 

 Полученное выражение напоминает формулу для квадрата суммы двух слагаемых. 

Можно так же подсчитать )( 23 zddzd и убедиться в том, что полученное выражение на-

поминает формулу для куба суммы двух слагаемых (проделайте выкладки самостоятельно): 

.333 3

3

3
2

2

3
2

3
3

3

3
3 dy

y

z
dxdy

yx

z
dydx

yx

z
dx

x

z
zd  

Неявные функции и их дифференцирование 

 Пусть дано уравнение вида  0),( yxF , в левой части которого  имеем функцию 

двух переменных, заданную в какой-нибудь области на плоскости, например, в некотором 

прямоугольнике [а,b;с,d]. Если для каждого значения х из промежутка [а,b] существует одно 

значение (или несколько значений) у, которое вместе с х удовлетворяет записанному уравне-

нию, то это уравнение определяет функцию у=f(х) (однозначную или многозначную в [а,b]). 

Если эту функцию подставить в уравнение, то получим тождество относительно х в [а,b]: 

F(х,f(x))≡0. Если выражение для у, у=f(x) фактически не найдено (не из всякого уравнения 

указанного вида  можно найти у), то говорят, что не разрешенное относительно у уравнение 

определяет неявную функцию у=f(х) в прямоугольнике [а,b;с,d]. (Термин «неявная» функция 

относится только к способу ее задания.) 

  Например, 0ln 2 yexxy (x>0). Из этого уравнения нельзя фактически найти у 

как функцию от х, но можно поставить вопрос: существует  ли неявная функция у=f(х), опре-

деляемая уравнением? 

 Если ограничить как-то характер функции F(х,y), то можно по виду левой части урав-

нения сказать заранее, существует ли однозначная неявная функция, определяемая этим 

уравнением в некотором прямоугольнике, или нет. Можно даже ответить на вопрос, сущест-

вует ли производная  этой неявной функции, хотя на самом деле явного выражения этой 

функции через х мы не имеем. В случае существования производной можно указать и способ 

ее вычисления.  

 Пример. Будем в уравнении 0ln 2 yexxy  понимать под у ту самую неявную 

функцию, которую оно определяет. Тогда запишем тождество: .exxlny y 02
 Производ-

ная по х от левой части также будет равна нулю при всех х. Найдем производную от левой 

части по х, помня, что у - функция от х и зная уже, что производная этой функции суще-

ствует: 

02
1

ln 2 yexxe
x

yxy yy
 

(производную от е
у
 берем как производную сложной функции).  

Отсюда находим у′: 

 Пример. Дано уравнение  ,0583 23322 xxyxzzyz  определяющее z как не-

явную функцию от х и у. Подставляя мысленно эту неявную функцию в заданное уравнение, 

обращаем его в тождество относительно х и у и дифференцируем это тождество по х и по у, 

помня, что z - функция от х и у . Дифференцирование по х (при постоянном у) дает: 

,0583332 223322 yxzxzzyzzz xxx  
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Откуда           

.
332

385
232

232

zxyz

xzy
z x  

 Аналогично дифференцируя по у (х постоянно), находим 

,02832332 322 yxxzzyzyzzz yyy  

Откуда                 

.
332

36
232 zxyz

xyzy
z y  

.
323

169662
232

223

zxzy

yxzzxzzzyzzz
z

yyxxyx

yx  

Можно сразу определять и полный дифференциал неявной функции z: 

05288332332 223322 dxydyxydxdxxzxdzzydyzydzzdz , 

откуда         dy
xzyz

xyyz
dx

xzyz

yzx
dz

322322

232

332

166

332

583
, 

причем множители при dx и dy совпадают с найденными выше частными производны-

ми yx zz , . 

 

1.7 Лекция 10 (2 ч.)  

Тема: Приложения дифференциального исчисления функций многих действительных пере-

менных.  

1.7.1  Вопросы лекции: 

 

1.Скалярное поле. Производная по направлению. 

2. Градиент. Его геометрический смысл. 

3. Касательная и нормаль плоскость к поверхности, их уравнения 

4.Экстремум функции многих переменных. Достаточное условие экстремума дифференци-

руемой функции. 

 

1.7.2. Краткое содержание вопросов: 

 

1.Скалярное поле. Производная по направлению. 

 Рассмотрим на плоскости точку М0(x0;у0) и исходящий из нее луч L . Пусть М(х;у) 

обозначает переменную точку на луче L . Рассмотрим также функцию f(x,y), имеющую не-

прерывные частные производные первого порядка. 

 Определение: Если существует конечный предел
0

0 )()(
lim

0 MM

MfMf

MM
, 

то он называется производной функции f(x,y) по направлению L  в точке М0 и обо-

значается 
l

f
. 
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 Используя   обычный   механический   смысл   производной, можно сказать,   что 
l

f
  

характеризует быстроту изменения функции f(x,y) по направлению L  в точке М0. Если на-

правление совпадает с положительным направлением оси Ох, то 
l

f
 есть  частная производ-

ная функции f(x,y) по х в точке М0; если L  совпадаете положительным направлением оси 

Оу, то 
l

f
 есть частная производная функции f(x,y)  по у в точке М0. 

  Таким образом, определенные ранее частные производные функции можно рассмат-

ривать как производные по направлениям    координатных осей. 

 Выведем формулу для вычисления производной по направлению. Обозначим рас-

стояние М0М = t; при M→М0, t→0.  Из рис.2 видно, что 

 х-x0 =tсоsα, у-у0 = tсоsβ,  следовательно, 

                       cos,cos,cos,cos 00
dt

dy

dt

dx
tyytxx .                            

 Подставив эти выражения в функцию z=f(x,у), видим, что она через посредство х и у 

является сложной функцией от  t: 

)()cos,cos( 00 tFtytxf . 

Тогда   0
)0()(

lim
)()(

lim
0

0

0

0

F
t

FtF

MM

MfMf

l

f

tMM
. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Последнее равенство написано по определению производной. Найдем F'(0) 

по формуле: 

cos),(cos),(0 0000 yxfyxf
dt

dy

y

z

dt

dx

x

z
F yx  

Итак, производная по направлению L  в точке М0 равна 

                                    cos),(cos),( 0000 yxfyxf
L

f
yx .                                

 Очевидно, что если дана функция трех переменных u=f(x,y,z) и направление L  в про-

странстве, то определение остается без изменений, а формула принимает вид: 

L 

t 

M0 

M 

β 
α 

y 

х 

х х0 0 

Рис.1 



56 

 

cos),,(cos),,(cos),,( 000000000 zyxfzyxfzyxf
L

f
zyx , 

где α, β и γ — углы между направлением L  и положительным направлением трех ко-

ординатных осей. 

 Пример. Найти производные по направлению биссектрисы первого координатного 

угла в точке М0(1;1) функции 85 23 xyyxz . 

Углы 
4

. Находим  xyxfyyxf yx 10,53 322
. Следовательно, 

2
2

11

2

29
2

2

2
11101

2

2
.15113

L

f
. 

 

2. Градиент. Его геометрический смысл. 

В физике часто используется понятие градиента скалярной функции. 

 Определение: Градиентом скалярной функции z=f(х,у) называется вектор, проекции 

которого на координатные оси совпадают с соответствующими частными производными 

функции z=f(х,у): 

                                               j
y

f
i

x

f
gradf .                                                

   Пользуясь понятием производной  по направлению, можно вывести некоторые свой-

ства градиента. 

    Возьмем единичный вектор какого-нибудь направления L : 

1,coscos LjiL  

(составляющие по осям единичного вектора любого направления совпадают с направ-

ляющими косинусами этого направления). Очевидно, что по определению скалярного произ-

ведения двух векторов можно написать: 

                                   
L

f

y

f

x

f
Lgradf coscos),(                                       

С другой стороны, 

        gradfLgradfgradfLgradfLgradfLgradf
l

пр),cos(),cos(||),( .       

 Из этой формулы видно, что производная функции по направлению L  будет наи-

большей по величине в том случае, когда 1),cos( lgradf  т.е. когда направление L  совпа-

дает с направлением вектора gradf.  В этом случае будем иметь: gradf
l

f
. 

Таким образом, градиент функции f(x,у) имеет направление быстрейшего увеличения 

функции и по величине равен производной функции по этому направлению. 

 Назовем линией уровня функции f(x,у) всякую кривую, вдоль которой функция со-

храняет одно и то же постоянное значение. 

 Пусть на некоторой линии уровня f(x,у)=С0. Возьмем на этой линии уровня точку 

М0(х0;у0) и напишем уравнение касательной к линии уровня в точке М0 по формуле 

0,, 000000 xxyxfyyyxf xy . 

Отсюда найдем угловой  коэффициент этой  касательной:  

00

00

,

,

yxf

yxf
k

y

x
. 
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 Так как по определению градиента его проекция на ось Ох равна f'х(х0,y0) и проекция 

на ось Оу равна f'у(х0,у0), то тангенс того угла, который градиент составляет с положитель-

ным направлением оси Ох, равен  
),(

),(

00

00

1
yxf

yxf
k

x

y
. Из формул для k и k1 видно, что k·k1= −1, 

т. е. градиент  перпендикулярен касательной к линии уровня в M0. 

 Итак, можно сказать: градиент функции f(х,у) в точке плоскости М0 имеет направле-

ние нормали к линии уровня, проходящей через эту точку, и по величине равен производно 

функции f по направлению этой нормали. 

Понятие градиента можно также определить и для функции трех переменных f(x,y,z):  

k
z

f
j

y

f
i

x

f
gradf .      Свойства градиента в этом случае также сохраняются 

(вместо линии  уровня  надо  вводить  понятие  поверхности  уровня).  

Касательная плоскость и нормаль к поверхности 

 Пусть кривая на плоскости задана неявным уравнением F(x,y)=0. Для того чтобы на-

писать уравнение касательной к этой кривой в заданной точке М0(х0;у0), надо найти угловой 

коэффициент касательной в этой точке. Ордината в данном случае задана как неявная функ-

ция абсциссы, поэтому производную надо искать по формуле: 
),(

),(

00

00

yxF

yxF
y

y

x

x    

0),( 00 yxFy . 

  После этого уравнение касательной можно написать как уравнение прямой с 

известным угловым коэффициентом, проходящей через точку М0(х0;у0): 

..
),(

),(
0

00

00

0 xx
yxF

yxF
yy

y

x
 

 Можно это же уравнение написать в более симметричной форме: 

0),())(,( 000000 xxyxFyyyxF xy . 

 Пример. Написать уравнение касательной к гиперболе 

0191222125 2 yxxyx  в точке 
12

19
;00M .  

Находим: ,1212,221210 xFyxF yx   

отсюда   .12),(,41),( 0000 yxFyxF yx  

 Таким   образом,   получаем   уравнение   касательной: 

 041
12

19
12 ху , или 0191241 ух . 

 Пусть некоторая кривая задана в пространстве параметрическими   уравнениями: 

)(),(),( tzztyytxx . 

 Рассмотрим неособую точку этой кривой М0(х0;у0;z0), т. е. такую точку, в которой 

производные х'(t), у'(t), z'(t) не равны нулю все три одновременно. Назовем касательной в 

точке М0 (так же, как и в плоском случае) предельное положение секущей М0М при условии, 

что М→М0 по кривой.  Пусть точка М0 отвечает значению параметра t0, а точка М значе-

нию параметра t0+∆t. Будем предполагать, что ∆t <0. Координаты точки М обозначим х0 +∆t, 

y0+∆y, z0+∆z. Обозначим через kji ,, единичные орты по осям координат. Тогда вектор, изо-

бражающий секущую М0М (направление от М0 к М), запишется через составляющие по осям 

следующим образом: 

                                            kzjyixММ
______

0 .                                    
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 Направляющие косинусы секущей будут равны: 

.cos,cos,cos
222222 A

t

z

A

t

y

A

t

x

t

z

t

y

t

x

t

x

zyx

x
 

 Направляющие косинусы касательной получатся отсюда предельным переходом при 

∆t→0: 

.
B

tz
cos,

B

ty
cos,

B

tx

tztytx

tx

Alim

t

x
lim

coslimcos
t

t

000

2

0

2

0

2

0

00

0
 

 Зная направляющие косинусы касательной, или числа им пропорциональные х'(t0), 

у'(t0), z'(t0), можно написать уравнения касательной как прямой в пространстве, проходящей 

через заданную точку М0(х0;у0;z0): 

                                          
0

0

0

0

0

0

tz

zz

ty

yy

tx

xx
                                        

(Через z обозначена текущая аппликата касательной.) 

 Пример. Найти уравнение касательной к винтовой линии tztytx 3,sin2,cos2   

в точке 
2

;1;30M  (при этом 
6

t )  

Находим  производные: 3,cos2,sin2 tzttyttx  . 

Подставляем данные в уравнение прямой 
3

2

3

1

1

3
z

yx
 и получаем 

искомые уравнения касательной. 

 Пусть дана поверхность уравнением  0),,( zyxF   (или ),( yxfz )               

и точка М0(x:0;у0;z0) на ней. Проведем на поверхности какую-нибудь кривую L через 

точку М0. Кривая L, как кривая в пространстве, имеет следующие параметрические уравне-

ния: ).(),(),( tzztyytxx  Так как кривая L лежит на заданной поверхности, то коор-

динаты точек этой кривой   удовлетворяют уравнению поверхности: 

0)](),(),([ tztytxF .  

 Следовательно, равен нулю и полный дифференциал левой части при всех t, а его в 

силу свойства неизменности формы полного дифференциала можно написать в следующем 

виде: 

0),,(),,(),,( 000000000 dzzyxFdyzyxFdxzyxF zyx , 

где dttzdzdttydydttxdx ,, . Таким образом, числа dx, dy и dz пропор-

циональны числам соsα, соsβ и соsγ, где α, β и γ — углы между проведенной к L в точке М0 

касательной и положительными направлениями координатных осей. Тогда полученное урав-

нение можно переписать в следующем виде: 

         0cos),,(cos),,(cos),,( 000000000 zyxFzyxFzyxF zyx .                            

Данное равенство, как известно из аналитической геометрии, есть условие перпендику-

лярности двух прямых в пространстве: одна из прямых определяется направляющими коси-

нусами соsα, соsβ и соsγ, т. е. является касательной к кривой L в точке М0, а вторая прямая 

определяется числами ),,(),,,(),,,( 000000000 zyxFzyxFzyxF zyx  

 (они пропорциональны направляющим косинусам этой прямой).  

 Это последнее направление не зависит от выбора кривой L на поверхности, а опреде-
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ляется только заданием поверхности и точки М0 на ней. Если проводить разные кривые L на 

поверхности через М0, то равенство будет каждый раз выражать условие перпендикулярно-

сти касательной к взятой кривой и одного и того же направления, определяемого числами 

)z,y,x(F),z,y,x(F),z,y,x(F zyx 000000000 . Следовательно, касательные в М0 ко всем воз-

можным кривым, проведенным на поверхности через М0 , лежат в одной и той же плоскости. 

 Эта плоскость и называется касательной плоскостью к поверхности в точке М0. 

 Уравнение всякой плоскости, проходящей через точку М0, имеет вид: 

0000 zzCyyBxxA  

где числа А, В, С пропорциональны направляющим косинусам перпендикуляра к плос-

кости. В силу сказанного выше в качестве чисел А, В и С в уравнении касательной плоскости 

можно взять числа )z,y,x(F),z,y,x(F),z,y,x(F zyx 000000000  и уравнение касательной 

плоскости к поверхности в точке М0 будет иметь вид: 

0),,(),,(),,( 000000000000 zzzyxFyyzyxFxxzyxF zyx  

 (z обозначает текущую аппликату точек касательной плоскости.) 

 Если поверхность задана явным уравнением z=f(x,y), то его можно переписать в виде 

f(x,y)-z=0, т. е. будет F(x,y,z)=f(x,y)-z. Тогда 1,, zyyxx FfFfF  и уравнение касатель-

ной плоскости будет иметь вид: 0),(),( 0000000 zzyyyxfxxyxf yx . 

 Направление, перпендикулярное к касательной плоскости в М0, называется направле-

нием нормали к поверхности в точке М0. Уравнение нормали в М0 имеет следующий вид:  

000

0

000

0

000

0

,,,,,, zyxF

zz

zyxF

yy

zyxF

xx

zyx

. 

Для явного задания поверхности: 

1

0

00

0

00

0 zz

y,xf

yy

y,xf

xx

yx

 

(здесь z — текущая аппликата нормали). 

 Пример. Написать уравнение касательной плоскости в точке М0(1; 1; 2) к поверхно-

сти параболоида вращения 
22 yxz . 

 Так как уравнение параболоида вращения решено относительно z, то  

021212;21,1,21,1;2,2 zyxffyfxf yxyx ,или 

0222 zyx . 

 Уравнение касательной плоскости позволяет придать геометрический смысл понятию 

полного дифференциала. Пусть М0(х0;у0;z0) — исходная точка, в которой вычисляется пол-

ный дифференциал функции z=f(x,y). Приращения независимых переменных, для которых 

вычисляется дифференциал, обозначим yyyxxx 00 , . 

 Тогда 000000 ),(),( yyyxfxxyxfdz yx .  

 Сопоставляя с этим выражением, видим, что уравнение касательной плоскости при-

мет вид: 00zZdz , или 0zZdz  

(через z обозначаются аппликаты точек поверхности , а через Z — аппликаты точек ка-

сательной плоскости).  

 Равенство дает следующий геометрический смысл полного дифференциала: полный 

дифференциал функции z=f(x,y), вычисленный в точке М0 для приращений ∆x и ∆у незави-

симых переменных, совпадает с приращением аппликаты точек касательной плоскости к по-

верхности z=f(x,y) в точке М0, соответствующим взятым приращениям ∆x и ∆у. 
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3. Касательная и нормаль плоскость к поверхности, их уравнения 

Рассмотрим одно из геометрических приложений частных производных функции двух 

переменных. Пусть функция дифференцируема в точке некоторой об-

ласти . Рассечем поверхность , изображающую функцию , плоскостями

и . 

Плоскость пересекает поверхность по некоторой линии , уравнение которой по-

лучается подстановкой в выражение исходной функции вместо числа . Точ-

ка принадлежит кривой . В силу дифференцируемости функции в точ-

ке функция также является дифференцируемой в точке . Следовательно, в этой точке в 

плоскость к кривой касательная . 

Проводя аналогичные рассуждения, для сечения построим касательную к кривой . 

Прямые и определяют плоскость , которая называется касательной плоскостью к поверх-

ности в точке 

Составим её уравнение. Так как плоскость проходит через точку , то её 

уравнение может быть записано в виде 

, 

которое можно переписать так: 

(1) 

( разделив уравнение на и обозначив ). 

Найдем и . 

Уравнения касательных и имеют вид 

 
соответственно. 

Касательная лежит в плоскости , следовательно, координаты всех точек удовлетворяют 

уравнению (1). Этот факт можно записать в виде системы 

. 

Разрешая эту систему относительно , получим, что . 

Проводя аналогичные рассуждения для касательной, легко установить, 

что . 

Подставив значения и в уравнение (1), получаем искомое уравнение касательной плос-

кости: 

(2) 

Прямая, проходящая через точку и перпендикулярная касательной плоскости, постро-

енной в этой точке поверхности, называется её нормалью. 

Используя условие перпендикулярности прямой и плоскости легко получить канониче-

ское уравнение нормали: 



61 

 

(3) 

Если поверхность задана уравнением , то уравнения (2) и (3), с учетом то-

го, что частные производные могут быть найдены как производные неявной функции: 

 
Замечание. Формулы касательной плоскости и нормали к поверхности получены для 

обыкновенных, т.е. не особых, точек поверхности. Точка поверхности называется особой, 

если в этой точке все частные производные равны нулю или хотя бы одна из них не сущест-

вует. Такие точки мы не рассматриваем. 

Пример 1. Написать уравнение касательной плоскости и нормали к параболоиду вра-

щения в точке . 

Решение: Здесь . Пользу-

ясь формулами (2) и (3) получаем уравнение касательной плоско-

сти: или и уравнение нормали: . 

4.Экстремум функции многих переменных. Достаточное условие экстремума диффе-

ренцируемой функции. 

Для функций нескольких переменных термины «максимум функции» и «минимум 

функции» имеют тот же смысл, что и для функций одной переменной, а именно: этими тер-

минами обозначаются наибольшее или соответственно наименьшее значение функции в точ-

ке М0 по сравнению со значениями функции в точках, соседних с М0. Дадим строгое опреде-

ление. 

 Определение: Если в некоторой окрестности  точки М0(х0,У0) выполняется нера-

венство ))y,x(f)y,x(f)(y,x(f)y,x(f 0000 , то говорят, что функция z=f(x,y) имеет 

максимум (минимум) в точке М0. 

 Теорема:  (необходимые условия экстремума). Если дифференцируемая функция 

z=f(x,y)  имеет экстремум в точке М0, то обе частные производные функции f(х,у) в этой точ-

ке равны нулю. 

 Замечание 1. Необходимые условия экстремума могут быть сформулированы в сле-

дующем виде: если в точке М0(х0,у0) функция z=f(х,у) имеет экстремум, то полный диффе-

ренциал функции f(х,у), вычисленный в точке М0, равен нулю.  

 Замечание 2. Как видно из уравнения касательной плоскости, в той точке графика 

дифференцируемой функции, в которой она имеет экстремум, уравнение имеет вид z=z0, т. е. 

касательная плоскость в такой точке параллельна плоскости ОУ (это заключение можно сде-

лать также исходя просто из геометрического смысла полного дифференциала). 

 Замечание 3. Точки, в которых обе частные производные функции z=f(x,у) обраща-

ются в 0, называются (так же, как и в случае функций одной переменной) стационарными 

точками. 

 Однако дифференцируемая функция может и не иметь экстремума в стационарной 

точке (так же, как и в случае функций одной переменной).  Иначе говоря, необходимые 

условия экстремума не являются условиями, достаточными для наличия экстремума у функ-

ции в точке М0. 

 Это подтверждает следующий пример. 

 Пусть дана дифференцируемая функция   
22 yxz . Найдем ее стационарные точ-

ки: ;2,2 yzxz yx 0yx zz  при х=у=0. 

 Итак, найдена стационарная точка М0(0;0). 3начение самой функции z в точке М0 рав-
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но нулю. Но в сколь угодно малой окрестности точки М0 функция принимает как положи-

тельные, так и отрицательные значения; действительно, если |х|<|у|, то z<0; если же |х|>|у| , 

то z>0. Следовательно, в стационарной точке М0 функция экстремума не имеет. 

 Условия, достаточные для наличия экстремума у дифференцируемой функции двух 

переменных в стационарной точке, формулируются следующим образом. 

 Теорема. Если в стационарной точке М0(х0;у0) выполняется неравенство 

                  0),(),(),(
2

000000 22 yxfyxfyxf xyyx
,                                    

то функция z=f(х,у) имеет в М0 экстремум: минимум в случае, когда 0),( 002 yxf
x

, и 

максимум,   когда 0002 )y,x(f
x

. 

 Пример. Найти экстремумы функции 122 yxz .  

Найдем стационарные точки: ;2,2 yzxz yx
0xz  при  x=0, 0yz  при  y=0. 

Итак, есть одна стационарная точка М0(0;0). Проверим, выполняется ли неравенство из тео-

ремы    ;,z,),(z,),(z xyyx
000200200 22   2∙2−0>0, 

т. е. неравенство выполнено. Так как 0)0,0(2x
z ,то в точке М0 функция имеет мини-

мум и в этой точке z=1. 

 Графиком рассмотренной функции является параболоид вращения. Наименьшая ап-

пликата поверхности (минимум z) z=1 при х=0 и у=0. Касательная плоскость в этой точке го-

ризонтальна и ее уравнение z=1.  

Наибольшие и наименьшие значения функции двух переменных в области 

 Пусть в некоторой ограниченной замкнутой области (D) задана дифференцируемая 

функция z=f(х,у) и требуется найти наибольшее и наименьшее значение этой функции в об-

ласти (D). 

 Очевидно, что наибольшее или наименьшее значение функции во внутренних точках 

области могут достигаться только в точках экстремума. Поэтому нужно найти все точки, по-

дозрительные на экстремум внутри области, и, не занимаясь вопросом о том, есть ли в этих 

точках экстремумы и если есть, то какие, вычислить значения функции во всех найденных 

стационарных точках.  

 Но функция может принимать наибольшее или наименьшее значение и на границе об-

ласти (D). Поэтому надо еще отдельно искать наибольшее и наименьшее значения функции 

на границе области. При этом можно использовать уравнения границы области для умень-

шения числа независимых переменных функции и свести дело к исследованию функции од-

ной переменной (на примере ниже будет показано, как это делать). Сравнивая все получен-

ные таким образом значения функции, выбираем из них самое большое и самое маленькое. 

 Пример. Найти наибольшее и наименьшее значение функции xyyxz 63
 в 

замкнутой области, заданной неравенствами 20 xy . 

 Для того чтобы начертить эту область, расчленим неравенство на отдельные части; 

точки плоскости, ординаты которых удовлетворяют неравенству xy0 , расположены 

выше оси Ох и под биссектрисой у=х;  
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Рис.3 
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точки плоскости, абсциссы которых удовлетворяют неравенству x≤2, расположены ле-

вее вертикальной прямой х=2. Точки плоскости, абсциссы и ординаты которых одновремен-

но удовлетворяют указанным выше неравенствам, заполняют прямоугольный треугольник 

(рис.3) вместе с его границей. 

  Будем искать стационарные точки данной функции внутри треугольника: 

;63 2 yxzx  ;063 2 yx   ;612 xyz y  ;0612 xy  

2

1
,0;1,0,066;

2
101

2
2

yyxxxx
x

y  . 

Итак, найдена одна стационарная точка 
2

1
;00M внутри области. Подсчитаем значение 

функции в этой точке: 
2

1
0z . 

 Для исследования изменения функции на границе данной области рассмотрим от-

дельно каждую из трех линий, образующих границу. 

Исследование на линии М1М2: 

 Уравнение этой линии  у=0. Так как сейчас нас интересует изменение заданной функ-

ции только на линии М1М2, то можно положить в выражении функции у=0; тогда получим 

z=х
3
. Так как х растет от 0 (точка М1) до 2 (точка М2) и х

3
 при этом тоже растет, то достаточ-

но сосчитать самое маленькое значение функции на линии М1М2, т. е. значение в точке 

М1:z1=0 и самое большое на линии М1М2 значение функции в точке М2: z2=8. 

Исследование на линии М1М2: 

 Уравнение этой линии х=2. Полагаем в выражении функции х=2; тогда получим 

z=8+6y
2
-12у, т. е. на линии М2М3 z обратилось в квадратичную функцию. Находим для этой 

квадратичной функции стационарные точки: z'=12у-12, z'=0 при у=1. Таким образом, найде-

на еще точка М4(2,1). Вычисляем значение функции в M4: z4=2. Находим и значение функ-

ции в точке М3 (конец промежутка изменения у), так как функция одной переменной может 

достигать наибольшего или наименьшего значения на концах того промежутка, в котором 

она изменяется. Получаем z3=8; значение на другом конце промежутка изменения у, т. е. в 

точке М2, уже было вычислено раньше. 

Исследование на линии М3М0: 

Уравнение этой линии у=х. Полагаем в выражении функции у=х; тогда получаем z=x
3
. 

Так как это возрастающая функция, то нужно сосчитать ее значения только в начале и в кон-

це промежутка изменения х, т. е. в точках М0 и Мз. Эти значения функции уже были вычис-

лены. 

       Сравнивая теперь, между собой все пять вычисленных значений функции, видим, 

что самое большое из них 8 и самое маленькое 
2

1
.  

Итак, наибольшее значение функции z=8 в заданной области достигается в точках М2 и 

Мз; наименьшее значение функции 
2

1
z  достигается в точке М1. 

 

1.8 Лекция 11 (2 ч.)  

Тема: Неопределенны интеграл, его свойства, методы нахождения. 

1.8.1  Вопросы лекции: 
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1. Первообразная для функции, ее свойства. Неопределенный интеграл, его геометрический 

смысл. Таблица основных интегралов. 

2. Основные методы интегрирования: непосредственное, подстановкой, «по частям». 

3. Интегрирование рациональных дробей, тригонометрических выражений. 

 

1.8.2. Краткое содержание вопросов: 

 

1. Первообразная для функции, ее свойства. Неопределенный интеграл, его геометри-

ческий смысл. Таблица основных интегралов. 

Основная задача дифференциального исчисления состоит в нахождении дифференциа-

ла данной функции или ее производной. Интегральное исчисление решает обратную задачу:  

по заданному дифференциалу, а, следовательно, и производной неизвестной функции F(x), 

требуется определить эту функцию. Иными словами, имея выражение 

                                       dxxfxdF )()(                                       (1) 

или соответственно  

)(
)(

)( xf
dx

xdF
xF , 

где f(x) – известная функция, нужно найти функцию F(x). Искомая функция F(x) называется 

при этом первообразной функцией по отношению к функции f(x). Для простоты мы будем 

предполагать, что равенство (1) выполняется  на некотором конечном или бесконечном про-

межутке. 

Определение: Первообразной функцией для данной функции f(x) на данном проме-

жутке называется такая функция F(x), производная которой равна f(x) или дифференциал ко-

торой равен f(x)dx на рассматриваемом промежутке. 

Например, одной из первообразных функций для функции 
23х  будет 

3х , ибо 
23 3)( хх . Первообразная функция не единственна, так как 

2323 3)5(,3)1( хххх и т.д., и поэтому функции 5,1 33 хх  и т.п. также являют-

ся первообразными для функции 
23х . Следовательно, данная функция имеет бесчисленное 

множество первообразных. 

В нашем примере каждые две первообразные отличались друг от друга на некоторое 

постоянное слагаемое. Покажем, что это будет иметь место и в общем случае. 

Теорема: Две различные первообразные одной и той же функции, определенной на не-

котором промежутке, отличаются друг от друга на этом промежутке на постоянное слагае-

мое. 

Доказательство: В самом деле, пусть f(x) – некоторая функция, определенная на про-

межутке ba, , и F1(x), F2(x) – ее первообраз-

ные, т.е. 

)()(1 xfxF  и )()(2 xfxF . 

Отсюда )()( 21 xFxF . 

Но если две функции имеют одинаковые 

производные, то эти функции отличаются друг 

от друга на постоянное слагаемое. Следова-

тельно,  

F1(x) - F2(x) = С, 

y=F1(x) 

y=F2(x) 

F1(x) 

F2(x) 
С 

М2 

М1 

х 

α 

X 
α 

0 

Y 

Рис. 1. 
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где С – постоянная величина. Теорема доказана. 

Рассмотрим геометрическую иллюстрацию. Если   у = F1(x) и Y = F2(x) 

- первообразные одной и той же функции f(x), то касательные к их графикам в точках с 

общей абсциссой х параллельны между собой (рис. 1):  

tgα = )()( 21 xFxF = f(x). 

В таком случае расстояние между этими кривыми вдоль оси Оу остается постоянным:

 F2(x) – F1(x) = С, т.е. эти кривые в некотором смысле «параллельны» друг другу. 

Следствие: Прибавляя к какой-либо первообразной функции f(x), определенной на 

промежутке ba, , все  возможные постоянные С, мы получим все первообразные для функ-

ции f(x). 

 В самом деле, если F(x) есть первообразная функция для f(x), то функция F(x)+C, где 

С- любая постоянная, также будет первообразной функции f(x), так как                              

)()()( xfCxFCxF . 

 С другой стороны, мы доказали, что каждая первообразная функции f(x) может быть 

получена из функции F(x) путем прибавления к ней надлежащим образом подобранного по-

стоянного слагаемого С. 

 Следовательно, выражение    F(x) + С,    где );(С ,      (2) 

где F(x) – какая-либо первообразная для функции f(x), исчерпывает всю совокупность перво-

образных для данной функции f(x). 

 В дальнейшем мы будем предполагать, если явно не оговорено противное, что рас-

сматриваемая функция f(x) определена и непрерывна на некотором конечном или бесконеч-

ном промежутке ba, . 

Введем теперь основное понятие интегрального исчисления – понятие неопределенного 

интеграла. 

 Определение: Общее выражение для всех первообразных данной непрерывной функ-

ции f(x) называется неопределенным интегралом от функции f(x) или от дифференциального 

выражения f(x)dx и обозначается символом f(x)dx . 

 При этом функция f(x) называется подынтегральной функцией, а выражение f(x)dx на-

зывается подынтегральным выражением. 

Согласно определению неопределенного интеграла можно записать 

        CxF )(f(x)dx ,                                                      (3) 

где )()( xfxF , постоянная С может принимать любое значение, и поэтому называется 

произвольной постоянной. 

 Пример. Как мы видели, для функции 
23х  одной из первообразных является функция 

3х . Поэтому Cxdxх 323 . 

Геометрически неопределенный интеграл 

у=F(x)+C представляет собой семейство «парал-

лельных» кривых (рис.2). 

 

Основные свойства неопределенного ин-

теграла 

Опираясь на формулу (3), выведем основные свойства неопределенного интеграла. 

I. Дифференциал неопределенного интеграла равен подынтегральному выражению, а 

производная неопределенного интеграла равна подынтегральной функции. 

Это свойство непосредственно вытекает из определения неопределенного интеграла. 

С4 

С3 

С2 

С1 

X 0 

Y 

Рис. 2. 
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Таким образом, имеем 

                dxxfdxxfd )()(       и     )()( xfdxxf .             (4) 

II. Неопределенный интеграл от дифференциала непрерывно дифференцируемой 

функции равен самой этой функции с точностью до постоянного слагаемого. 

В самом деле, пусть dxxxd )()( , где функция )(x  непрерывна. Функция 

)(x , очевидно, является первообразной для )(x . Поэтому имеем  

                                                       Cxxd )()( .                  (5) 

Замечание: В формулах (4) и (5) знаки d и , следующие друг за другом в том или 

другом порядке, взаимно уничтожают друг друга (если не учитывать постоянного слагаемо-

го). В этом смысле дифференцирование и интегрирование и являются взаимно обратными 

математическими операциями. 

III. Отличный от нуля постоянный множитель можно выносить за знак неопределенно-

го интеграла, т.е. если постоянная  А ≠ 0, то  

                                      dxxfAdxxАf )()( .                          (6) 

В самом деле, пусть F(x)- первообразная для f(x). В силу формулы (3) имеем:                 

1)()()( CxAFCxFAdxxfA ,                              (7) 

где С1=АС, причем С и С1 – произвольные постоянные при А ≠ 0. Но AF(x) есть перво-

образная для функции Af(x), так как  

)()()( xAfxFAxAF . 

Поэтому из формулы (7) получаем требуемую формулу (6). 

Замечание: При А=0 формула (3) неверна, так как левая часть ее представляет собой 

произвольную постоянную, а правая часть тождественна равна нулю. 

IV. Неопределенный интеграл от алгебраической суммы конечного числа непрерывных 

функций равен такой же алгебраической сумме неопределенных интегралов от этих функ-

ций, т.е. если, например, функция f(x), g(x), h(x) непрерывны в интервале (a,b), то  

dxxhdxxgdxxfdxxhxgxf )()()()()()(   при х (a,b).  (8)                           

Действительно, пусть F(x), G(x), H(x) – первообразные соответственно функций f(x), 

g(x), h(x). На основании формулы (3) имеем: 

321 C)x(HC)x(GC)x(Fdx)x(hdx)x(gdx)x(f       

C)x(H)x(G)x(F  ,                                                           (9)           

где С1, С2, С3 − произвольные постоянные и С=С1+С2-С3, очевидно, также является 

произвольной постоянной. Но функция F(x)+G(x)-H(x) есть первообразная для функции 

f(x)+g(x)-h(x), так как  

).()()()()()()()()( xhxgxfxHxGxFxHxGxF  

Следовательно,  

CxHxGxFdxxhxgxf )()()()()()( .                        (10)                                          

Из формул (9) и (10) вытекает равенство (8). 

   Зная формулы для производных основных элементарных функций, можно составить 

таблицу неопределенных интегралов (первообразных), которую мы дополним еще несколь-

кими часто встречающимися интегралами. 
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Таблица основных интегралов (ТОИ) 

1. Cxdxdx1  

2. С
а

х
dxх

а
а

1

1

, 1а      Сх
х

dx
2  

3. Cxln
х

dx
  

4. С
aln

а
dxа

х
х

                      Cedxe xx
 

5. Cxsinxdxcos             6. Cxcosdxsin  

7. Ctgx
хcos

dx
2                          8. Cctgx

хsin

dx
2  

9. Cxarcsin
х

dx

21
           10. Carctgx

х

dx
21

 

11. С
а

х
arcsin

хa

dx

22
       12. Rа,Саххln

ах

dx 2

2
 

13. С
а

х
arctg

аха

dx 1
22      14.   С

х
tgln

xsin

dx

2
 

 

2. Основные методы интегрирования: непосредственное, подстановкой, «по частям». 

   Метод интегрирования с помощью этой таблицы и свойств неопределенных интегра-

лов обычно называют методом непосредственного интегрирования. 

 Примеры:  

1. dx
хх

ххх
32

)2)((
(перемножаем скобки в числителе)= 

dx
хх

хххх
32

2
= (записываем «корни» в виде степеней с дробными показателями)= 

dx

х

ххх

3

7

2

1

2

3

2
(делим почленно числитель на знаменатель)= 

dxххх )2( 6

11

6

5

3

4

(применяем свойство 4 и формулу 2 из ТОИ)= 

.С
х

х
х

C
ххх

6 5

6

3

6

5

6

1

3

1

5

12
6

3

6

5
2

6

1

3

1  
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2. dx
xcosxsin

xcosxsin
xcosxsindx

xcosxsin 22

22
22

22
1

1
(делим почленно 

числитель на знаменатель) = 
xcosxsin

xdxcos

xcosxsin

dxxsin
22

2

22

2

(применяем формулы 7,8 

ТОИ)=tgx-ctgx+C 

3. Ctgxxdx
xcos

dxdx)
xcos

(
xcos

xtgxdxtg
222

22 1
1

1
1

1
1  

4. 
9

3
9

3
22 x

dx

x

dx
(по формуле 12 ТОИ)=3ln|x+ 92x |+C. 

   Одним из самых сильных методов интегрирования является метод подстановки. В 

его основе лежит легко проверяемая формула: 

C))x((GC)t(Gdt)t(g
(x)dxdt

(x)t
dx)x())x((g  

   Эту формулу следует применять тогда, когда первообразная для g(t) известна или 

легко находится. 

Примеры: 

1. C
t

dtt
dx

x
dt

arctgxt

dx
x

xarctg

4
1

1
1

4
3

2

2

3

(делаем  обратную подстановку)  = 

.Cxarctg4

4

1
 

2.
dxxdt

xt

x

dxx
3

4

8

3

49
(умножаем числитель и знаменатель на 4)= 

=
94

1

9

4

4

1
28

3

t

dt

x

dxx
(формула 13 ТОИ)= .C

x
arctgC

3

t
arctg

312

1

3

1

4

1 4

 

   В некоторых случаях полезны специальные подстановки. 

3.

2
2

2

2

2

2

2

1

2

2
1

2
2

1

1

2
1

2
1

1

2
2

22

35

t

t

x
tg

x
tg

xsin;
t

t

x
tg

x
tg

xcos

t

dt
dxarctgtxarctgt

xx
tgt

xcos

dx
=  

(это «универсальная» подстановка, которая применяется при интегрировании рацио-

нальных выражений от тригонометрических функций)=

)
1

1
35)(1(

2

2

2
2

t

t
t

dt
 (выполняем 

тождественные преобразования)= 
2

2
2

2

2

14

1

4

18

2

28

2

t

dt

t

dt

t

dt
(формула 12 ТОИ) 
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= CtarctgC
t

arctg 2
2

11

4

1

2
1

2
1

(переходим к «х») = C
х

tgarctg
2

2
2

1
. 

4. J= .dx
xcosxsin

tgx
22 4

21
 

   При нахождении этого интеграла можно применить «универсальную» подстановку, 

но можно обойтись и без нее, сделав следующие преобразования: 

1) в знаменателе xcos2
 вынесем за скобки, получим: 

J=
4

2

4

1

4

21

cos

1
cos)4(

21
222

2

22 t

tdt
dt

t
dt

t

t

dx
x

dt

tgxt

dx
xxtg

tgx

Czln
t

arctg
z

dzt
arctg

tdtdz

tz

t

tdtt
arctg

22

1

22

1

2

4

4

2

22

1
2

2

.Cxtgln
tgx

arctg 4
22

1 2
 

5. J= xdxcos4
. 

   При четном показателе степени обычно применяют формулу «понижения степени» за 

счет перехода к двойному аргументу:  

).xcos(xsin),xcos(xcos 21
2

1
21

2

1 22
 В нашем случае будем иметь: 

).2cos2cos21(
4

1
)2cos1(

4

1
)(coscos 22224 xxxxx    

 Поэтому 

.xdxcosdxxcosdxdx)xcosxcos(xdxcos 222
4

1
2221

4

1 224
       

Второй интеграл в скобках преобразуется к виду:  

)x(xdxcosxdxcos 2222 (формула 5 ТОИ)= sin2x+C. 

   Для вычисления третьего интеграла еще раз применим формулу «понижения степе-

ни»: 

 .C
xsin

xxdxcosdxdx)xcos(xdxcos
4

4

2

1

2

1
4

2

1
41

2

1
22

 

Окончательно будем иметь: 

J= .Cxsinxsinx 4
32

1
2

4

1

8

3
 

6. xdxsinxcos)xcos(xdxcosxsinxsinxdxcosxsin 424243 1  

CxcosxcosC
tt

dtt)t(
xdxsindt

txcos
57

75
42

5

1

7

1

75
1  

   Метод интегрирования по частям основан на применении следующей формулы: 

,vduuvudv  где u(x),v(x)- непрерывные и дифференцируемые на промежутке Х 

функции.  

Эта формула обычно бывает полезна при интегрировании функций следующего вида: 
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                        xsin)bax( k
           (u=(ax+b)

k
) 

                        xbax k cos)(             (u=(ax+b)
k
) 

                        xbax k ln)(                (u=lnx) 

                       
xk e)bax(                (u=(ax+b)

k
) 

                         arctgxxk
                   (u=arctgx)                        

                          xxk arcsin                 (u=arcsinx)         

Примеры: 

1.
43

3

4

1

1

xvdxxdv

dx
x

duxlnu
xdxlnx  (подставляем в правую часть формулы) 

.Cxxlnxdxxxlnxdx
x

x
xln

х 4434
44

16

1

4

1

4

1

4

11

44
 

 Иногда формулу приходится применять несколько раз. 

2. dx)x(ee)x(
evdxedv

dx)x(duxu
dxex xx

xx

x 12412
212212

12 2

2
2

      

xx

xx

evdxedv

dxduxu
dxe)x(e)x(

11

112
212

12412  

  Cee)x(e)x(dxee)x(e)x( xxxxxx 812412212412 22
 

3. xdxcose)xcos(e
xcosvxdxsindv

dxedueu
xdxsineJ xx

xx

x
 

.xdxsinexsinexcose
xsinvxdxcosdv

dxedueu xxx

xx

11

11
 

   В правой части содержится точно такой же интеграл (J), только с другим знаком. Пе-

реносим его из правой части в левую и получаем: 

,Cxcosexsinexdxsine xxx2  откуда .
2

cossin
sin C

xexe
xdxe

xx
x

 

 

3. Интегрирование рациональных дробей, тригонометрических выражений. 

 Рассмотрим дробь 
)x(Q

)x(P

m

n
, где  )x(Pn - многочлен n-ой степени от х, )x(Qm - много-

член m-ой степени от х. Возможны случаи:   

1. n≥m. В этом случае рассматриваемая дробь называется неправильной.  

 Разделив числитель на знаменатель, выделим целую часть дроби (многочлен степени 

n-m):  

,
)x(Q

)x(P
)x(R

)x(Q

)x(P

m

k
*

mn

m

n
 где k<m 

)x(Q

)x(P

m

k
*

- правильная дробь. 
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2. n<m. В этом случае имеем правильную дробь. Остановимся сначала на интегрирова-

нии «простых» дробей, их четыре типа. 

ах

А
. ;                                                         ,

)ах(

А
.

k
 k=2,3,…; 

  
qpxx

NMx
.

2 ;                                            ,
)qpxx(

NMx
.V

m2 m=2,3,…. 

 При этом qpxx2
 не имеет действительных корней, т.е. D=p

2
-4q<0. 

ax

)ax(d
Adx)ax(d

ax

dx
Adx

ах

А
. 1 (формула 3 ТОИ)= 

.CaxlnA  

)()(
)()(

. axdaxA
ax

dx
Adx

ах

А k

kk
 (формула 2 ТОИ) = 

.C
)ax)(k(

A
C

k

)ax(
A

k

k

1

1

11
 

III. Для интегрирования дробей третьего типа поступаем следующим образом (покажем 

на примере). 

J= dx
хх

х

94

13
2

 

а) находим производную от знаменателя: 42)94( 2 ххх  и числитель представ-

ляем следующим образом:  

.)х()х()х(хх 542
2

3
1642

2

3
1442

2

3
12

2

3
13  

J= dx
хх

х

94

5)42(
2

3

2
(по свойству 3 получаем)=  

.JJ
хх

dx

хх

dx)х(
2122

5
2

3

94
5

94

42

2

3
 

   В первом интеграле делаем подстановку 

,dx)x(dtххt 42942
  которая приводит его к виду:  

Ctln
t

dt

2

3

2

3
 (формула 3 ТОИ) = .Cxxln 94

2

3 2
 

   Во втором интеграле выделяем полный квадрат в знаменателе дроби: 

529222294 22222 )x(хххх  и делаем подстановку t=x+2 dt=dx.  

Получаем: 

5

2

5)2(94 222 t

dt

dxdt

xt

х

dx

хх

dx
  (формула 13 ТОИ)=  

.C
x

arctgCarctg
5

2

5

1

5

1

5

1
  

Окончательный результат: J= .C
x

arctg)xxln(
5

2
594

2

3 2
 

IV.Дроби четвертого типа интегрируются в той же последовательности, что и дроби 

третьего типа, кроме того, применяется рекуррентная формула: 
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,J
na

n

)ax(

x

na
J nnn 22221

2

12

2

1
  где   .

)ax(

dx
J

nn 22  

   Зная, что ,
1

221 C
a

x
arctg

aax

dx
J   находим: 

.
2

1

)(2

1

2

1

2

1
322222222 C

a

x
arctg

aaxa

x
C

a

x
arctg

aaax

x

a
J  

   По этой же формуле при n=2 находим: 

C
a

x
arctg

aax

x

aa)ax(

x

a
J

3222222223
2

1

2

1

4

3

4

1
 

C
a

x
arctg

aax

x

a)ax(

x

a 52242222 8

3

8

3

4

1
  и  т.д. 

   Таким образом, можно вычислить Jn для любого натурального n. 

Примеры: 

1.J= ;
)106(

7
)106(

)62(

)106(

7)62(

)106(

)12(
22222222 xx

dx

xx

dxx
dx

xx

x

xx

dxх
 

а) 62õ)xx( 1062
; 

б) числитель 2х-1=2х+6-6-1=(2х+6)-7; 

в) в знаменателе .)х(xxxx 13196106 222
   Тогда  

2

1

22

2

222
7

11
7

3

13
7 J

t

)z(

dz
dtt

dxdz

zx

))x((

dx

t

dt
J

.C)x(arctg
xx

x

Carctgz
z

z
3

2

7

106

7

2
3

2

7

2

1

12

1
7

22  

   Чтобы проверить полученный результат, надо найти производную от последнего вы-

ражения и с помощью  преобразований привести ответ к виду 22 106

12

)хх(

х
(предлагаем 

студентам выполнить эту работу самостоятельно). 

2. Пусть теперь 
)x(Q

)x(P
- правильная дробь. Не теряя общности, можно считать, что 

старший коэффициент Q(x) равен 1 (иначе его можно вынести за скобки и за знак интеграла). 

   Тогда   Q(x)= ,)srxx(...)qpxx()bx(...ax nmlk 22
    (11)  

где а,b, … - действительные корни многочлена, а квадратные трехчлены не имеют дей-

ствительных корней.  

Справедлива теорема о представлении правильной дроби в виде суммы простейших 

дробей.  

 Теорема: Если знаменатель дроби Q(x) имеет разложение (11), то дробь представима 

в виде суммы простых дробей: 
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,
srxx

FxE
...

)srxx(

FxE

qpxx

NxM
...

)qpxx(

NxM

...
bx

B
...

)bx(

B

)bx(

B
...

ax

A
...

)ax(

A

)ax(

A

)x(Q

)x(P

nn

n

mm

m

l

ll

i

k

kk

22

11

22

11

1

21

1

21

г

де А1, А2, …Е1,…Fn   - некоторые коэффициенты. 

   Поясним применение   теоремы на примере. 

   Пусть Q(x)= .)4)(2()1( 223 ххх  

.
x

DхС

)x(

DхС

x

В

x

A

)x(

A

)x(

A

)x(Q

)x(P

442111 2

22

22

1113

2

2

3

1
 

   Итак, линейный множитель (х-1)
3
 порождает три простых дроби, (х+2) – одну, (х

2
+4)

2
 

– две дроби. 

   Рассмотрим различные способы нахождения коэффициентов  разложения  А, В, С,… 

Примеры: 

1.

.
)3)(1)(1(

)1)(1()3)(1()3)(1(

311)3)(1)(1(

12

xxx

xxCxxBxxA

x

C

x

B

x

A

xxx

x
 

   Если равные дроби имеют одинаковые знаменатели, то и числители их одинаковы, 

т.е. 

2х+1=А(х+1)(х-3)+В(х-1)(х-3)+С(х-1)(х+1)   (**) 

Положим х=1, тогда 00)2(2112 СВА  

                 х=-1, тогда 0)4)(2(01)1(2 СВА  

                  х=3, тогда 4200132 СВА  

Отсюда 
8

7

8

1

3

4
C;B;А . 

Следовательно, .
ххх)х)(х)(х(

х

3

8

7

1

8

1

1

3

4

311

12
 

   Второй способ нахождения А,В,С состоит в сравнении коэффициентов при одинако-

вых степенях «х» в левой и правой частях равенства (**). 

 

1.9 Лекция 12 (2 ч.)  

Тема: Определенны интеграл, его свойства, методы вычисления. 

1.9.1  Вопросы лекции: 

 

1. Задачи, приводящие к понятию определенного интеграла. Интегральные суммы. Опреде-

ленный интеграл, его геометрический смысл. 

2. Простейшие свойства определенного интеграла, теорема о среднем значении. Интеграл с 

переменным верхним пределом, формула Ньютона - Лейбница. 

3.Методы вычисления определенного интеграла 

 

1.9.2. Краткое содержание вопросов: 
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1. Задачи, приводящие к понятию определенного интеграла. Интегральные суммы. 

Определенный интеграл, его геометрический смысл. 

Задача о площади криволинейной трапеции. 

Пусть на плоскости введена прямоугольная декартова система координат xOy на отрез-

ке , где b>a, определена непрерывная неотрицательная функция , 

т.е. . Фигура aABb, ограниченная снизу отрезком оси Ox, сверху – дугой 

AB графика функции f, а слева и справа – отрезка-

ми прямых и , 

называется криволинейной трапецией. 

Дадим определение площади криволинейной 

трапеции на aABb. Разобьем отрезок на n малых 

отрезков; абсциссы точек разбиения обозначим че-

рез Набор точек деле-

ния назовем разбиением отрезка . 

Через точки разбиения проведем прямые , 

параллельные оси Oy. Эти прямые разобьют кри-

волинейную трапецию aABb на n узких полос, ка-

ждая из которых тоже является криволинейной трапецией с основанием . Площадь 

S трапеции aABb равна сумме площадей полос ее составляющих. Если n достаточно велико и 

все от 

резки малы, то площадь каждой из полос можно заменить площадью соответствующего 

прямоугольника, которая вычисляется легко. На каждом отрезке выберем какую-нибудь точ-

ку , вычислим значение в этой точке и примем за высоту прямоугольника. В силу 

непрерывности функция мало изменяется на отрезках , если они малы. 

Поэтому на таких отрезках ее можно считать постоянной и равной . 

Так как площадь одной полосы приближенно равна площади прямоугольни-

ка , то для площади S криволинейной трапеции aABb получим приближенное 

равенство 

, где (1) 

Приближенное равенство (1) тем точнее, чем меньше величина . Величина 

d называется диаметром разбиения . По определению, площадью криволинейной трапеции 

называется предел суммы площадей прямоугольников при стремлении диаметра разбие-

ния к нулю, т.е. 

(2) 

Следовательно, вычисление площади криволинейной трапеции приводит к вычислению 

предела суммы вида (2) при . 

Задача о пройденном  пути. Если закон движения какой – либо точки задан уравнением 

вида , где t – время, а s – пройденный путь, производная функции равна ско-

рости v движения, т.е. . В физике часто приходится решать следующую обратную 

задачу. Пусть точка движется по прямой со скоростью v. Будем считать, что эта скорость яв-

ляется непрерывной функцией от времени t. Определим путь, пройденный точкой за некото-

рый отрезок времени от момента t-a до момента t=b. Разобьем отрезок точка-
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ми на n достаточно малых отрезков времени. Так как за короткий от-

резок времени скорость почти не изменяется, то можно приближенно считать ее 

за этот отрезок времени постоянной и равной , где . Это означает, что дви-

жение точки на отрезке считается равномерным. Тогда путь, пройденный точкой за это вре-

мя, равен , а путь, пройденный за отрезок времени , составля-

ет , где . Это приближенное равенство тем точнее, чем 

меньше величина . По определению, путем s называется предел суммы при 

стремлении диаметра разбиения к нулю, т.е. 

(3) 

Следовательно, вычисление пройденного пути приводит к вычислению предела сум-

мы вида (3). 
Задача о массе стержня 

     Если стержень однороден, то его истинная плотность одинакова во всех его точках и 

равна его средней плотности. У неоднородного же стержня истинная плот-

ность p меняется от точки к точке. Если определять положение каждой точки M стержня 

с помощью расстояния x ее от одного из концов стержня (см. рис. 1), то его плотность p в 

точке x будет функцией от x, p = p(x). Поставим задачу, как, зная эту функцию и дли-

ну l стержня, найти его массу m. 

 

     При решении этой задачи будем считать плотность p(x) непрерывной функцией. Пе-

реходя к решению, разделим стержень точками x1 < x2 < ... < xn-1 (0 < xk < l) 

на n небольших участков (см. рис. 2). 

 

Для единообразия обозначений положим еще x0 = 0, xn = l, и пусть λ есть наибольшая из 

разностей xk+1 - xk. Отдельный участок [xk, xk+1] стержня приближенно можно считать од-

нородным [т. к. из-за его малости (непрерывная) функция p(x) не успевает на нем сколь-

ко-нибудь заметно измениться]. Делая такое допущение, мы тем самым принимаем 

плотность p(x) на участке [xk, xk+1] за постоянную. Пусть значение этой постоянной 

есть p(ξk), где ξk есть произвольно выбранная точка участка [xk, xk+1]. Тогда масса участка 

[xk,xk+1] будет равна p(ξk)(xk+1 - xk), а полная масса стержня будет 
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     Полученное выражение массы является, однако, лишь приближенным, т. к. на самом 

деле отдельные участки стержня не однородны. Тем не менее, чем короче эти участки, т. 

е. чем меньше число λ, тем более точным будет найденное выражение m. Отсюда следу-

ет, что точное значение массы таково: 

     (1) 

В рассмотренных задачах применялся один и тот же метод, сводившийся к нахождению 

предела сумм некоторого вида. К нахождения предела сумм, аналогичных рассмотренным 

выше, приводит ряд задач естествознания и техники. Поэтому займемся изучением выраже-

ний (1) и (2), называемых определенными интегралами, уже не интересуясь их конкретными 

истолкованиями. 

 

2. Определенный интеграл, как предел интегральных сумм. 
Пусть на отрезке , где b>a, задана функция . Выполним следующие четыре операции: 

1. разобьем отрезок на части точками Положим . Набор точек деления назовем 

разбиением отрезка , а величину d –диаметром разбиения; 

2. на каждом отрезке выберем какую-нибудь точку , вычислим значение в этой 

точке. Точки назовем отмеченными точками; 

3. умножим значение на длину соответствующего отрезка и сложим все найден-

ные произведения. Суммы вида 

, где (4) 

назовем (одномерными) интегральными суммами Римана для функции f по заданному 

разбиению отрезка ; 

4. измельчим разбиение , т.е. добавим новые точки деления и найдем предел ин-

тегральных сумм (4) при (если он существует). 

Введем понятие предела интегральных сумм при . 

Определение 1.Число I называется пределом интегральных сумм Римана при , если для 

любого существует такое, что при любом разбиении отрезка с диамет-

ром разбиения независимо от выбора отмеченных точек . 

Принята следующая запись этого определения: . 

Замечание. Очевидно, что число I не зависит от разбиения отрезка и от выбора от-

меченных точек . 

Определение 2.Если интегральные суммы Римана (4) имеют предел при , то этот предел 

называется определенным (однократным) интегралом от функции f по отрезку и обозначает-

ся .                                                

 

2. Простейшие свойства определенного интеграла, теорема о среднем значении. Инте-

грал с переменным верхним пределом, формула Ньютона - Лейбница. 

Основные свойства определенного интеграла 

При выводе основных свойств определенного интеграла мы будем исходить из форму-

лы (13) Ньютона-Лейбница: 
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                                             )()()( aFbFdxxf

b

a

,                                        

где f(x) непрерывна на отрезке [a,b] и F
′
(x)=f(x) при х [a,b]. 

Пример. Найти интеграл от х
2
 в пределах от 2 до 4. 

Так как 
3

3

1
x есть первообразная для х

2
, то согласно формуле (14) имеем 

3

2
18

3

8

3

64

3

4

2

34

2

2 x
dxx . 

Заметим, что тот же результат мы получили бы, если бы использовали другую перво-

образную для х
2
, например, 1

3

3x
 или 2

3

3x
.  

Это явление носит общий характер. 

Теорема:  Определенный интеграл от непрерывной функции не зависит от выбора пер-

вообразной для подынтегральной функции. 

 

Будем рассматривать свойства определенного интеграла по группам. 

А. Общие свойства. 

1. Величина определенного интеграла не зависит от обозначения переменной интегри-

рования, т.е. 
b

a

b

a

dttfdxxf )()( , 

где x, t – любые переменные. 

Это свойство непосредственно вытекает из формулы (13). 

2. Определенный интеграл с одинаковыми пределами интегрирования равен нулю.  

Проверим по формуле Ньютона-Лейбница: 

0)()()( aFaFdxxf

a

a

. 

3. При перестановке пределов интегрирования определенный интеграл меняет свой 

знак на противоположный. 

В самом деле, переставляя пределы интегрирования, в силу формулы (13) имеем: 
b

a

a

b

dxxfaFbFbFaFdxxf )()()()()()( . 

Б. Свойство аддитивности. 

4. Если промежуток интегрирования [a,b] разбит на конечное число частичных проме-

жутков, то определенный интеграл, взятый по промежутку  [a,b], равен сумме определенных 

интегралов, взятых по всем его частичным промежуткам. 

 

 
c

a

b

c

b

a

dxxfdxxfcFbFaFcFaFbFdxxf )()()()()()()()()( .          

Замечание: Формула остается верной, если с лежит вне отрезка [a,b] и подынтегральная 

функция f(x) непрерывна на отрезках [a,c] и [c,b]. 

В. Свойство линейности. 

5. Постоянный множитель можно выносить за знак определенного интеграла. 

Пусть,  например,  [a,b]=[a,c]  [c,b],   где a ≤ c≤ b.  

 



78 

 

Действительно, пусть F(x) – первообразная для f(x) на [a,b] и А – постоянная величина, 

тогда А F(x) есть первообразная для Аf(x), так как 

)()()( xAfxFAxAF . 

Следовательно, имеем 
b

a

b

a

b

a
dxxfAaFbFAaAFbAFxAFdxxAf )()()()()()()( . 

6.  Определенный интеграл от алгебраической суммы конечного числа непрерывных 

функций равен такой же алгебраической сумме определенных интегралов от этих функций. 

Рассмотрим, например, алгебраическую сумму   f(x)+g(x)-h(x) трех непрерывных функ-

ций f(x), g(x), h(x) и пусть F(x), G(x), H(x) – их первообразные, т.е.  F
′
(x)= f(x), G

′
(x)= g(x), 

H
′
(x)= h(x). 

Тогда F(x)+G(x) - H(x) является первообразной для суммы f(x)+g(x)-h(x), так как 

)()()()()()()()()( xhxgxfxHxGxFxHxGxF . 

Отсюда имеем 

)a(H)a(G)a(F)b(H)b(G)b(F)x(H)x(G)x(Fdx)x(h)x(g)x(f

b

a

b

a

b

a

b

a

b

a

dx)x(hdx)x(gdx)x(f)a(H)b(H)a(G)b(G)a(F)b(F . 

Г. Свойство монотонности. 

7.  Если подынтегральная функция определенного интеграла непрерывна и неотрица-

тельна, а верхний предел интегрирования больше нижнего или равен ему, то определенный 

интеграл также неотрицателен. 

В самом деле, пусть f(x)≥0 при a ≤ x ≤ b. Так как F
′
(x)= f(x)≥0, то первообразная F(x) 

есть неубывающая функция. В таком случае при b≥a  имеем  

0)()()( aFbFdxxf

b

a

. 

8. Неравенство между непрерывными функциями можно интегрировать почленно при 

условии, что верхний предел интегрирования больше нижнего. 

Действительно, пусть f(x)≤g(x), a ≤ x ≤ b, где f(x), g(x) непрерывны на отрезке [a,b]. Так 

как g(x)- f(x) ≥0, то при b≥а в силу свойств 6, 7 имеем: 

0)()()()(

b

a

b

a

b

a

dxxfdxxgdxxfxg ,отсюда 

b

a

b

a

dxxgdxxf )()( . 

Замечание: Пусть f(x) – знакопеременная непрерывная функция на отрезке [a,b], где 

b≥а. Например (рис. З),    f(x)≤0    при    a ≤ x ≤β,    

 f(x)>0   при   β ≤ x ≤ γ   и f(x)≤0  при  γ≤ x ≤ b. 

 

 

 

 

 

 

 

 

 

у=f(x) 

S3 

 (-) 

S2 

(+) 

 

S1 

(-) 

b a 
γ β X 0 

Y 

Рис. 3. 
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В силу свойства аддитивности 6, учитывая геометрический смысл интеграла, имеем 

       321)()()()( SSSdxxfdxxfdxxfdxxf

b

a

b

a

,                                     

где S1, S2, S3 – площади соответствующих криволинейных трапеций. 

Таким образом, определенный интеграл, в общем случае при a<b представляет собой 

алгебраическую сумму площадей соответствующих криволинейных трапеций, где площади 

трапеций, расположенных выше оси Ох, берутся со знаком «плюс», а площади трапеций, 

расположенных ниже оси Ох, - со знаком «минус».  Для   b < a   наоборот. 

Заметим, что площадь заштрихованной на рис. 3 фигуры, выражается интегралом  

321)( SSSdxxf

b

a

              (b < a). 

9.Теорема о среднем: Определенный интеграл от непрерывной функции равен произ-

ведению длины промежутка интегрирования на значение подынтегральной функции при не-

котором промежуточном значении аргумента (предполагается, что верхний предел интегри-

рования больше нижнего). 

Доказательство. В самом деле, в силу формулы Ньютона-Лейбница имеем   

)()()( aFbFdxxf

b

a

,   где F′(x)=f(x). Применяя к разности первообразных теорему о ко-

нечном приращении функции, получим 

F(b)-F(a)=(b-a)F′(c)=(b-a)f(c), где a < c < b. 

Отсюда      )()()( cfabdxxf

b

a

 ,  где a < c < b.                                   (15) 

Таким образом, формула (15) геометрически означает, что можно всегда подобрать на 

дуге АВ такую точку С с абсциссой с, заключенной между а и b, что площадь соответст-

вующего прямоугольника aDEb с высотой сС будет в точности равна площади криволиней-

ной трапеции aABb. 

Итак, площадь криволинейной трапеции, ограниченной непрерывной линией, равнове-

лика площади прямоугольника с тем же «основанием» и высотой, равной некоторой средней 

ординате линии. 

Число f(c)=μ носит название среднего значения функции  f(x) на промежутке [a,b]. Из 

формулы (15) имеем: 

                                     

b

a

dxxf )(
a-b

1
.                                                 (16) 

 

3.Методы вычисления определенного интеграла 

1.Интегрирование по частям  

Пусть u=u(x), υ=υ(х) – непрерывно дифференцируемые на отрезке [a,b] функции.   

Имеем:              )()()()()()( xdxuxduxxxud . 

Интегрируя это равенство в пределах от a до b и учитывая, что  

dxxuxdu )()(   и, dxxxd )()( , 

Находим  
b

a

b

a

b

a
dxxxudxxuxxxu )()()()()()( . 
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Отсюда получаем формулу интегрирования по частям в определенном интеграле 

               

b

a

b

a

dxxuxaaubbudxxxu )()()()()()()()( .                  (17) 

Для краткости употребляется обозначение 
b

a
xxuaaubbu )()()()()()( . 

Пример. Найти 

2

0

cosxdxx . 

2

0

2

0

2

0

xdxsinxsinx
xsinvxdxcosdv

dxduxu
xdxcosx

. 

0020022
2

0
coscosxcossinsin  

2. Замена переменной в определенном интеграле 

Пусть дан определенный интеграл    

b

a

dxxf )( , где f(x) – непрерывная на отрезке [a,b] 

функция.  Допустим, по каким-то соображениям нам желательно ввести новую переменную 

t, связанную с прежней переменной х соотношением: х=φ(t)  (α≤t≤ β), где φ(t) – непрерывно 

дифференцируемая на отрезке [a,b] функция. Если при этом: 1) при изменении t от α до β пе-

ременная х меняется от a до b, т.е.  φ(α)=а,  φ(β ) =b;  2) сложная функция f(φ(t)) определена и 

непрерывна на отрезке [α,β],  то справедлива формула                             

(t)dt(t))f()(

b

a

dxxf . 

Замечание: При вычислении определенного интеграла с помощью замены переменной 

нет необходимости возвращаться к прежней переменной, достаточно лишь ввести новые 

пределы интегрирования.  

Пример. Вычислить   dxxx

3

0

1 . 

dttttdttt
tt

xx

2tdtdx

 1-tõ

xt

dxxx 2

2

1

24

2

1

2

3

0

221
21

30
1

1  

15

11
7

3

14

5

62

3

1

5

1

3

8

5

32
2

35
2

2

1

35 tt
. 

 

 

 

1.10 Лекция 13 (2 ч.)  

Тема: Приложения определенного интеграла. Несобственные интегралы  

1.10.1  Вопросы лекции: 

 

1. Вычисление площадей плоских фигур в декартовых и полярных координатах 
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2. Вычисление объема тела с известным поперечным сечением, задача о нахождении объема 

тела вращения. 

3. Длина дуги плоской кривой. Дифференциал дуги. 

4. Площадь поверхности вращения. 

5. Приближенные методы вычисления определенных интегралов 

6. Несобственные интегралы, их признаки сходимости расходимости. 

 

1.10.2. Краткое содержание вопросов: 

 

1. Вычисление площадей плоских фигур в декартовых и полярных координатах 

Формулы для нахождения площади плоской фигуры: 

в декартовой системе координат (рис.5)     

b

a

;dx))x(f)x(f(S 12          (18) 

в полярной системе координат (рис.6)      ;d))(r)(r(S 2

1

2

2
2

1
        (19) 

 
  в случае параметрического  задания кривой  
T

t

dttxtyS

0

.)()(  (20) 

    

  2. Вычисление объема тела с известным попе-

речным сечением, задача о нахождении объема тела 

вращения. 

 Пусть Т – те-

ло, полученное вра-

щением криволиней-

ной трапеции вокруг 

ОХ, тогда объем тела 

Т определяется по 

формуле:      

b

a

dxxfV .)(2
   (24). 

r=r1(φ) 

 

r=r2(φ) 

φ=α 

φ 

 

φ=β 

β α

   
0 

Y=f1(x) 

Y=f2(x) 

a b X 0 

Y 

Рис. 5. 

 

Рис. 6. 

b=x(T) a~ t0 X 0 

Y 

 

А 

Н 0 

Y 

X 
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 Пример. Найти объем прямого кругового конуса  (радиус основания -R, высота- Н), 

полученного вращением треугольника ОАН вокруг оси ОХ . 

Решение: уравнение ОА: ,x
H

R
Y  следовательно  

).ед.(HR
x

H

R
dxx

H

R
dx

H

xR
V 3

HHH

2

0

3

2

2

0

2

2

2

0

2

22

3

1

3
 

Замечание: Если кривая f(x) задана параметрически или в полярной системе коорди-

нат, то в определенном интеграле надо сделать замену переменных. При этом не следует за-

бывать про новые пределы интегрирования. 

   Пример. Найти объем эллипсоида, полученного вращением эллипса 
tby

tax

sin

cos
   

вокруг оси ОХ  

 

0

2

22

0

2

0
2

2
dt)tsina(tsinb

;

tdtsinadx

tsinby

dxy
V

a

 

0

2

32

0

2

3
222

3

2

3
1 )..ед(ab

tcos
tcosab)t(cosd)tcos(ab

 

   Площадь поверхности тела вращения Т вычисляется по формулам: 

1) в декартовой системе координат   

b

a

dxxfxfP
2

)(1)(2 ,           (25)                

где   f(x) – непрерывно дифференцируема на [a,b]; 

2) в полярной системе координат     dsinP
222 ,        (26)           

где  имеет непрерывную производную , ; 

3) в случае параметрического задания кривой Ttt,
)t(yy

)t(xx
0  

                                  

T

t

dttytxtyР

0

22
2                              (27) 

 

   Пример. Найдите площадь поверх-

ности катеноида, образованного вращение 

вокруг оси ОХ цепной линии  

)(
2

1 xx eey , 11;х   

 

t=0 

b 

а 
X 0 

Y 

2
t  

1 -1 X 0 

Y 
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а) );(
2

1 xx eey   

б)
22222

4

1
24

4

1

4

1
11 )ее()ее()ee()y( хчххxx

  

1

0

1

0

2

2

1

2

1
4

4

1

2

1
4 dx)ее()ее(dx)ее()ее(Р хххххххх

)..ед(
eexe

x
xe

dx)ее( хх 2
221

0

22

2
2

22

2
2

2

2
1

0

2  

3. Длина дуги плоской кривой. Дифференциал дуги. 

Формулы для нахождения длины дуги незамкнутой плоской кривой без точек са-

мопересечения: 

в декартовой системе координат      dxxfl

b

a

2
)(1 ,                       (21) 

где   f(x) – непрерывно дифференцируема на [a,b]; 

в полярной системе координат        dl
22

,                            (22) 

где  имеет непрерывную производную .,  

в случае параметрического задания кривой dtyxl

T

t

tt

0

22 )()( ,    (23) где произ-

водные от х и у по t  непрерывны на [t0,T]. 

Примеры: 

1. Найти площадь области, ограничен-

ной графиками функций 
e

x
y  и y=xe

-x
.  

Решение. Строим графики функций 

e

x
y и   y=xe

-x
  в одной системе 

координат. При этом график функции 

y=xe
-x

 строим, предварительно проведя ее 

полное исследование. 

 

  Находим точки пересечения кривых  

e

x
y

xey x

.0
1

e
exxe

e

x xx
  Отсюда 1

0

ee

x

x  .
1

0

x

x
 

y=xe-x 

e

x
y  

1 X 0 

Y 
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   Площадь области находим по формуле (18): 
1

0

1

0

1

0

dx
e

x
dxxedx)

e

x
xe(S xx  

Первый интеграл берется методом  интегрирования по частям, второй интеграл таб-

личный  (предлагаем выполнить интегрирование самостоятельно). Окончательно 

e

e

ee
S

2

52

2

12
1  (кв. ед.). 

2. Найти площадь области, ограниченной кривой 3sina  (a>0). Установим об-

ласть определения этой функции, а так как в полярной системе координат 

   20 и 0 , то построим вспомогательный график функции sin3φ на промежутке 

[0,2π]. Он получается из графика функции sinφ сжатием в 3 раза по оси φ (рис.9). 

Т.к. ρ≥0 => sin3φ≥0, то из графика находим:  .
3

5
,

3

4
,

3

2

3
,0  

Составим таблицу значений функции ρ= ρ(φ) на отрезке [0,
3

].   Строим кривую в по-

лярной системе координат при 
3

0 . Т.к. график функции sin3φ симметричен относи-

тельно прямой  
6

, то полученная кривая симметрична относительно луча с уравнением 

6
. Получаем один «лепесток» кривой. Остальные два «лепестка»  (при 

3

2
 и 

при 
3

5

3

4
) получаются аналогично. 

В силу симметрии кривой достаточно вычислить площадь половины одного «лепестка»  

и умножить результат на 6. Для этого применим формулу площади плоской фигуры в поляр-

ных координатах (19). 

6

0

26

0

26

0

6

0

2
22

6

6

4
61

42

61

22

1

6

1 sina
d)cos(

a
d

cosa
dsinaS

// /

.
a

sinsin
a

24
0

6

1
0

6

1

64

22

 

 

φ
=2

/3

π
 

  

φ
=π

/3
 

  

φ=π/6 

 

 

φ
=5

/3π
 

  

φ
=4

/3
π

 

 

φ=0 φ=π 
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         Ответ: 
4

2a
S (кв.ед.). 

3. Найдите длину дуги кардиоиды ).cos1(a  

   Решение. Построение кривой в полярной системе координат подробно разъяснено в 

предыдущем примере. Т.к. данная функция ρ=ρ(φ) четная, то кардиоида симметрична отно-

сительно луча φ=0, т.е. относительно полярной оси (рис.11).   Составим таблицу значений 

функции ρ(φ). 

 

φ 0 

3
 

2
 

2

3
 

π 

ρ 2а 

2

3а
 

а а 0 

 

Применяем формулу (22) для вычисления длины дуги кривой, заданной в полярных ко-

ординатах: .dl
0

22

2

1
 

Имеем: ;sin)cos1()( aa  

)cos1(2)sincoscos21(sin)cos1( 2222222222 aaaa  

2
4 2cosа .    Т.к. ,0  то 220  и .02cos  Поэтому  

2
2

2
4 2222 cosacosa  . 

 Следовательно   .asinаd)cos(adcosa
l

4
2

4
2

1
2

2
2

2 000

 

 

 

 

 

 

 

 

 

 Ответ: l=8а (ед.) 

 

 

4. Площадь поверхности вращения. 

Площадь поверхности тела вращения определяется по формуле: 

 

Определить площадь поверхности параболоида, образованного вращением дуги параболы у2 

= 2х вокруг оси Ox от х = 0 до х = 2. 

2а 

а 

X 0 

Y 
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Решение. В нашем случае  . Поэтому 

 

Найти площадь поверхности эллипсоида, образованного вращением эллипса

Вокруг оси Ох. 

Решение. Из уравнения эллипса имеем: . Найдем производ-

ную:  

Тогда . Так как полуось эллипса И, сле-

довательно, 

 

5. Приближенные методы вычисления определенных интегралов 

Рассмотрим два метода приближенного вычисления определенного интеграла – метод 

трапеций и метод Симпсона. 

Сначала зададимся вопросом, а зачем вообще нужны приближенные вычисления? Вро-

де бы можно найти первообразную функции и использовать формулу Ньютона-Лейбница, 

вычислив точное значение определенного интеграла. В качестве ответа на вопрос сразу рас-

смотрим демонстрационный пример с рисунком. 

Вычислить определенный инте-

грал  

Всё было бы хорошо, но в дан-

ном примере интеграл не берётся – 

перед вами неберущийся, так назы-

ваемый интегральный логарифм. А 

существует ли вообще этот интеграл? 

Изобразим на чертеже график по-

дынтегральной функции : 
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 Подынтегральная функция непрерывна на отрезке  и определенный инте-

грал  численно равен заштрихованной площади. Да вот только одна загвоздка – инте-

грал не берётся. И в подобных случаях на помощь как раз приходят численные методы. При 

этом задача встречается в двух формулировках: 

1) Вычислить определенный интеграл приближенно, округляя результат до опреде-

лённого знака после запятой. Например, до двух знаков после запятой, до трёх знаков по-

сле запятой и т.д. Предположим, получился приближенный ответ 5,347. На самом деле он 

может быть не совсем верным (в действительности, скажем, более точный ответ 5,343). На-

ша задача состоит лишь в том, чтобы округлить результат до трёх знаков после запятой. 

2) Вычислить определенный интеграл приближенно, с определённой точностью. На-

пример, вычислить определённый интеграл приближенно с точностью до 0,001. Что это зна-

чит? Это значит, мы должны отыскать такое приближенное значение, которое по модулю (в 

ту или другую сторону) отличается от истины не более чем на 0,001. 

Существуют несколько основных методов приближенного вычисления определенного 

интеграла, который встречается в задачах: 

Метод прямоугольников. Отрезок интегрирования разбивается на несколько частей и 

строится ступенчатая фигура, которая по площади близка к искомой площади: 

 

В данном примере проведено 

разбиение отрезка интегрирова-

ния  на три отрезка: 

. Очевидно, что чем 

чаще разбиение, тем выше точность. 

«Ступенчатое» приближение являет-

ся самым простым, и, видимо, по-

этому довольно редко встречается в 

практических задачах.  

Метод трапеций. Идея анало-

гична. Отрезок интегрирования раз-

бивается на несколько промежуточных отрезков, и график подынтегральной функции при-

ближается ломаной линией: 

 
Таким образом, наша площадь (синяя штриховка) приближается суммой площадей тра-

пеций (красный цвет). Отсюда и название метода. Легко заметить, что метод трапеций даёт 

значительно лучшее приближение, чем метод прямоугольников (при одинаковом количестве 

отрезков разбиения). И, естественно, чем больше более мелких промежуточных отрезков мы 

http://www.mathprofi.ru/nepreryvnost_funkcii_i_tochki_razryva.html
http://www.mathprofi.ru/goryachie_formuly.pdf
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рассмотрим, тем будет выше точность. Метод трапеций время от времени встречается в 

практических заданиях, и в данной статье будет разобрано несколько примеров. 

Метод Симпсона (метод парабол). Это более совершенный способ – график подынте-

гральной функции приближается не ломаной линией, а параболами. Сколько промежуточ-

ных отрезков – столько и маленьких парабол. Если взять те же три отрезка, то метод Симп-

сона даст ещё более точное приближение, чем метод прямоугольников или метод трапеций. 

Чертеж строить не вижу смысла, поскольку визуально приближение будет наклады-

ваться на график функции  (ломаная линия предыдущего пункта – и то практиче-

ски совпала). 

 

Как вычислить определенный интеграл методом трапеций? 

Сначала формула в общем виде.  

Рассмотрим определенный интеграл , где  – функция, непрерывная на 

отрезке .  Проведём разбиение отрезка  на  равных отрезков: 

. При этом, очевидно:  (нижний предел интегрирова-

ния) и  (верхний предел интегрирования). Точки  также называ-

ют узлами. 

Тогда определенный интеграл можно вычислить приближенно по формуле трапеций: 

,где:  – длина каждого из 

маленьких отрезков или шаг;  – значения подынтегральной функции в точ-

ках . 

Пример 1 

Вычислить приближенно определенный интеграл по формуле трапеций. Результаты 

округлить до трёх знаков после запятой. 

 
а) Разбив отрезок интегрирования на 3 части. 

б) Разбив отрезок интегрирования на 5 частей. 

Решение:  

а) Специально для чайников я привязал первый пункт к чертежу, который наглядно демонст-

рировал принцип метода. Если будет трудно, посматривайте на чертёж по ходу комментари-

ев, вот его кусок: 

 По условию отрезок интегрирования нужно разделить 

3 части, то есть . на 

Вычислим длину каждого отрезка разбие-

ния: . Параметр , напоминаю, 

также называют шагом. 

Сколько будет точек  (узлов разбиения)? Их 

бу- дет на одну больше, чем количество отрезков: 
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Ну а общая формула трапеций сокращается до приятных размеров: 

 
Для расчетов можно использовать обычный микрокалькулятор: 

 
Обратите внимание, что, в соответствии с условием задачи, все вычисления следует 

округлять до 3-го знака после запятой. 

Окончательно: 

 
С геометрической точки зрения мы вычислили сумму площадей трёх трапеций (см. рис. 

выше). 

б) Разобьём отрезок интегрирования на 5 равных частей, то есть . Зачем это нуж-

но? Чтобы Фобос-Грунт не падал в океан – увеличивая количество отрезков, мы увеличиваем 

точность вычислений. 

Если , то формула трапеций принимает следующий вид: 

 
Найдем шаг разбиения: 

, то есть, длина каждого промежуточного отрезка равна 0,6. 

При чистовом оформлении задачи все вычисления удобно оформлять расчетной табли-

цей: 

 
В первой строке записываем «счётчик» 

Как формируется вторая строка, думаю, всем видно – сначала записываем нижний пре-

дел интегрирования , остальные значения получаем, последовательно приплюсо-

вывая шаг . 

По какому принципу заполняется нижняя строка, тоже, думаю, практически все поня-

ли. Например, если , то . Что называется, считай, не ленись. 

В результате: 
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 Если для 3 отрезков разбиения приближённое значение составило , то для 5 

отрезков . Таким образом, с большой долей уверенности можно утверждать, что, 

по крайне мере . 
 

6. Несобственные интегралы, их признаки сходимости расходимости. 

Определение: Пусть f(x) определена на [а, +∞) и для любого b≥a существует 
b

a

dx)x(f ,  тогда 
a

b

a
b

dx)x(flimdx)x(f  называется несобственным интегралом 

первого рода от f(x). Если этот предел конечен, то интеграл называется сходящимся, если 

предел бесконечен или вовсе не существует, то интеграл называется  расходящимся.   

Примеры: 

1.

b

b

b

b

b

b

)x(
lim)x(d)x(lim

)x(

dx
lim

)x(

dx

1

2

1

3

1

3

1

3 2

1
11

11
 

8

1

8

1

12

1
2)b(

lim
b

 интеграл сходится. 

2.

1

10

43

44

4

3

0

4

3
4

4

1

14

1101

11

b

b

b

b t

dt
lim

bdxxdt

xt

x

dxx
lim

x

dxx
 

1
4

1

4

1 41

1

4

blnlimtlnlim
b

b

b
интеграл расходится. 

Определение: Пусть f(x) определена и интегрируема в [a, b-ε], ab0: и 

неограниченна в [b-ε, b], тогда  

b

a

dx)x(flim
0

 называется несобственным интегралом 

второго рода. Интеграл называется сходящимся, если этот предел конечен, и расходящимся, 

если предел бесконечен или не существует.  

Пример: 
3

2
1

3

2

3

2

33
0

1

0

1

0

1

0

)(limxlim
x

dx
lim

x

dx
 

интеграл сходится. 

 

 

1.11 Лекция 14 (2 ч.)  

Тема: Кратные интегралы, их свойства, вычисление, приложения.  

1.11.1  Вопросы лекции: 
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1. Задачи о вычислении объема тела, о вычислении массы пластины.  

2. Двойной интеграл, его свойства. 

3. Вычисление двойного интеграла в декартовых, полярных координатах. 

4. Площадь поверхности 

 

1.11.2. Краткое содержание вопросов: 

 

1. Задачи о вычислении объема тела, о вычислении массы пластины.  

Если плоская фигура занимает область D XOY, то ее площадь может быть вычис-

лена с помощью двойного интеграла по его свойству о значении двойного инте-

грала от функции, тождественно равной единице на области интегрирования. В ре-

зультате получается формула для вычисления площади плоской фигуры с помо-

щью двойного интеграла:  

Пример  (вычисление площади плоской фигуры с помощью двойного интеграла) 

Вычислить площадь фигуры, занимающей область D, ограниченную линиями 

 x = y
2
  и  x + y = 2. 

Решение 

Строим область D и записываем ее системой неравенств: 

 

По формуле (1) вычисляем площадь: 

 

 
Ответ: SD = 4,5 (единиц площади). 

 

Пусть на прямоугольнике G: dycbxa ,  задана неотрицательная функция 

);( yxfz . Найдем формулу для объема V тела, координаты точек которого удовлетворя-

ют условиям: );(0,; yxfzGyx . 

Для функции Gyxyxf ;),;( , составим интегральную сумму
n

i

n

j

jiji yxf
1 1

; . 

Эта сумма приближенно равна объему V и, очевидно, стремится к V при n . Следо-

вательно, 
G

dxdyyxfV ; .                                        

Заметим, что эта формула справедлива и в том случае, когда G – произвольная область, 

ограниченная гладкими кривыми. 
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Задача. Пластинка  задана ограничивающими ее кривыми, -поверхностная плот-

ность. Найти массу пластинки.  

Обобщенная полярная система координат:   

 

 
Якобиан перехода:  

 
 

 

2. Двойной интеграл, его свойства. 

Пусть функция );( yxf  определена на области G (прямоугольник): 

dycbxa ,   (рис. 17). Отрезок ba;  оси Ох точками   

)n,...,,i(,i
n

ab
axi 10  разобьем на n отрезков  )n,...,i(,x;x ii 11  длины 

n

ab
xi . Отрезок dc;  оси Оу точками )n,...,,j(,j

n

cd
cy j 10  разобьем на n 

отрезков )n,...,j(,y;y jj 11  длины 
n

cd
y j .  

Тогда прямоугольник G разобьется на n
2
 прямоугольников Gij, площадь каждого из ко-

торых равна ji yx . 

Составим двойную сумму: 

  

n

i

n

j

jiji yxf
1 1

; ,    где ji ; - неко-

торая точка прямоугольника Gij.  

Эта сумма называется  интегральной сум-

мой функции f(x;y). Если предел интегральной 

суммы при n существует и не зависит от 

выбора точек ji ; , то он называется   двой-

ным интегралом   от функции   f(x;y)  по области 

G и обозначается  
G

dxdyyxf );( . 

Таким образом, согласно определению  

b xi xi-1 a 

c 

yi-1 

yi 

d 

Gij 

X 0 

Y 

Рис. 17. 
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G

n

i

n

j

jiji
n

yxfdxdyyxf
1 1

);(lim);( . 

Очевидно, что 
G

GSdxdy ,  где S(G) есть площадь области G. 

Из определения двойного интеграла и соответствующих свойств пределов последова-

тельностей сразу получается следующее важное утверждение: 

Если интегралы от функций f(x;y) и g(x;y) по области G существуют, то для любых чи-

сел α и β интеграл по области G от функции αf(x;y)+βg(x;y) также существует и при этом вы-

полняется равенство: 

GGG

dxdyy;xgdxdyy;xfdxdyy;xgy;xf . 

Отсюда, в частности, следует, что постоянный множитель можно выносить за знак 

двойного интеграла и  что двойной интеграл от суммы функций равен сумме двойных инте-

гралов от этих функций. 

Сведение двойного интеграла к повторному (случай прямоугольника) 

Пусть функция f(x;y) определена и непрерывна на области G (прямоугольник): 

dycbxa , . Используя определение и свойства можно показать, что вычисление 

двойного интеграла от f(x;y) по области G сводится к вычислению двух однократных инте-

гралов: интеграла по х от a до b и интеграла по у от c до d.  

G

d

с

b

a

dydxyxfdxdyyxf );();(                             (33) 

Формула (33) называется формулой сведения двойного интеграла к повторному. 

Повторный интеграл, стоящий в правой части, обычно записывают иначе, а именно:               

G

d

с

b

a

dxyxfdydxdyyxf );();(                            (34) 

Справедлива и другая формула сведения двойного интеграла к повторному:                    

G

b

a

d

c

dyyxfdxdxdyyxf );();(                            (34
′
) 

Примеры:  

1. Вычислить двойной интеграл от функции xyyxyxf sin);( 2
 по области G: 

10,10 yx . 

Воспользуемся формулой (34) сведения двойного интеграла к повторному  

G

dxxyyxdydxdyxyyx

1

0

1

0

22 .)sin()sin(  

Сначала, считая у постоянной, вычислим интеграл по х 

1

0

1

0

3
2

3

4
1

3

1

3
ycosycosxycos

x
dxxysinyx , 

затем от полученной функции вычислим интеграл по у   

  
G

ydyydxdyxyyx

1

0

1

0

2 .1sin
3

4
sin

3

4
cos

3

4
sin  
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2. Вычислить двойной интеграл от функции 
yxexyyxf cos);(  по области G: 

10,0 yx  

Воспользуемся формулой (34
′
): 

G

y

y

yy dxxxexcosdxxexcos
y

dy)xexcosy(dxdxdy)y;x(f
0

1

0 0 0

1

0

2

2

1

2

 

 

1
2

10
2

1
1

2

1 2

0

2

0 0

e
x

x
exdxexdxcos  

 

3. Вычисление двойного интеграла в декартовых, полярных координатах. 

Определение двойного интеграла для произвольной области 

Пусть функция f(x;y) определена на некоторой ограниченной области G. Через G0 обо-

значим наименьший прямоугольник, который содержит область G и стороны которого па-

раллельны осям координат. 

 

 

 

 

 

 

 

 

Через f0(x;y) обозначим функцию, которая равна f(x;y) на области G и нулю вне G. Те-

перь по определению положим 

G G

dxdyyxfdxdyyxf

0

;);( 0 . 

Пусть область G ограничена слева и справа прямыми x=a, x=b, а снизу и сверху графи-

ками непрерывных функций   y=φ1(x)   и   y=φ2(x).  Тогда 

G

b

a

b

a

x

x

d

c

dxdyyxfdxdyyxfdxdyyxf

)(

)(

0

2

1

);();();( , 

так как при фиксированном х функция f0(x;y) равна f(x;y) на отрезке )();( 21 xx   и 

нулю вне этого отрезка. Таким образом, для двойного интеграла по области G: 

)x(y)x(;bxa 21  справедлива следующая формула:  

G

b

a

x

x

dyyxfdxdxdyyxf

)(

)(

2

1

);();( .                     

Аналогично, если область G ограничена снизу и сверху прямыми y=c, y=d, а слева и 

справа графиками непрерывных функций )(),( 21 yxyx , то  

G

d

c

y

y

dxyxfdydxdyyxf

)(

)(

2

1

);();(                           

y=φ2(x) 

y=φ1(x) c 

d 

b a 

G0 

X 0 

Y 

 

G 
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Примеры: 

1. Вычислить интеграл 
G

dxdyyxy )( 2

,  

где G – область, ограниченная прямыми  у=х,  у=2х   и   х=1 (рис. 19).  

Воспользуемся формулой (35): 

1

0

2
2

1

0

32
22

32
dx

yy
xdyyxydxdxdy)yxy(

x

x

xy

xyG

 

24

23

46

23

6

23

33

8

2
2

1

0

1

0

4
3

1

0

3
3

3
3 x

dxxdx
x

x
x

x  

 

2. Вычислить двойной интеграл от функции z=xy по кругу радиуса R с центром в нача-

ле координат.  

Через KR обозначим круг радиуса R с центром в точке (0;0). Тогда 

RK

R

R

xR

xR

R

R

.dxxxydydxxydxdy 00

22

22

 

 

Двойные интегралы в полярных координатах 

Пусть в двойном интеграле   
S S

dSyxfdxdyyxf ;);(   при обычных предполо-

жениях мы желаем перейти к по-

лярным координатам (r, φ), пола-

гая: sin,cos ryrx .                          

Рис. 20 

 

Область интегрирования S 

разобьем на элементарные ячейки 

ijS  с помощью координатных 

линий jrr (окружности) и 

i  (лучи) (рис.20).                                                                      

Введем обозначения    

iiijjj rrr 11 , . Внутренние ячейки ijS  с точностью до бесконечно малых 

высшего порядка малости относительно их площади можно рассматривать как прямоуголь-

ники с измерениями jij r,r . Поэтому площадь каждой такой ячейки будет равна 

jijij rrS .               

Что касается  ячеек ijS неправильной формы, примыкающих к границе области ин-

тегрирования S, то эти ячейки не повлияют на значение двойного интеграла и мы их будем 

игнорировать.  

G 

2 

1 

1 

X 0 

Y 

Рис. 19. 

 

rj∆

φi 

 

rj∆φi 

∆Sij 

∆rj 

 

X 

Y 

0 
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В качестве точки ijij SM  для простоты выберем вершину ячейки ijS  с полярными 

координатами ijr , . Тогда декартовы координаты точки ijM  равны 

ijijijij ryrx sin,cos   и,  следовательно,     

                                   )sin,cos(),( ijijijij rrfyxf  

Двойной интеграл представляет собой предел двумерной интегральной суммы, причем 

можно показать, что на значение этого предела не влияют добавки к слагаемым интеграль-

ной суммы, являющиеся бесконечно малыми высшего порядка малости. Следовательно 

S ji ji

jijijij
d

ijijij
d

rrrrfSyxfdSyxf
, ,

00
)sin,cos(lim),(lim);(  

где  d- максимальный диаметр ячеек ijS  и сумма распространена на все ячейки указанного 

выше вида, целиком содержащиеся в области S. С другой стороны, величины ijr ,  есть  

числа и их можно рассматривать как прямоугольные декартовы координаты некоторых точек 

плоскости rO . Таким образом, рассмотренная сумма является интегральной суммой для 

функции  rrrf )sin,cos( , соответствующая прямоугольной сетке с линейными элемен-

тами ji r, . Следовательно,  

S

jijijij
d

drrdrrfrrrrf )sin,cos()sin,cos(lim
0

. 

Сравнивая полученные выражения,  окончательно получим 

SS

drrdrrfdSyxf )sin,cos(),(  , 

где   drrddS    называется  двумерным элементом площади в полярных координатах. 

Для вычисления двойного интеграла его нужно заменить повторным. Пусть область интег-

рирования S определяется неравенствами  21 )(, rrr , где 21 ),( rr - од-

нозначные непрерывные функции на отрезке , . 

Тогда по аналогии с прямоугольными координатами имеем 

S

r

r

drrFddrdrF
2

1

,),( ,  где )sin,cos(, rrrfrF  (36) 

                                       

Примеры: 

 1. Переходя к полярным координатам r,  , вычислить двойной интеграл    

S yx

dxdy
I

22
,  где  S – первая четверть кру-

га радиуса R=1 с центром в точке О(0;0)  

Так как ryx 22
, то получим 

SS

drd
yx

dxdy
I

22
 

Область S определяется неравенствами 

10,
2

0 r . Поэтому на основании фор-

φ 
M 

r 

R=1 
X 0 

Y 
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мулы (36) имеем   
2

1
2

1

0

2

0

drdI . 

2. В интеграле  dyyxdxI

x

0

22

1

0

 перейти к полярным координатам.  

Область интегрирования здесь есть треугольник S, ограниченный прямыми 

1,,0 xxyy . В полярных координатах уравнения этих прямых записываются сле-

дующим образом: 1cos,
4

,0 r  и, следовательно, область S определяется нера-

венствами 

sec
cos

r,
1

0
4

0 . 

Отсюда на основании формулы (36) и учитывая, что ryx 22
, имеем   

S

drrddrrdrI

sec

0

2
4

0

. 

4. Площадь поверхности 

 Площадь поверхности Ω , заданной уравнением z 

= f ( x , y )  

вычисляется по формуле: 

 

  , где D − ор-

тогональная проекция области Ω на плоскость 

OXY 

С помощью двойного интеграла найти объем тела, 

ограниченного поверхностями: . 

В проекции на плоскость Оху получим:  

 

На данной области имеем: . 
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1.12 Лекция 15 (2 ч.)  

Тема: Криволинейные и поверхностные интегралы, их свойства, вычисление, приложения.  

1.12.1  Вопросы лекции: 

 

1. Работа переменной силы. Криволинейный интеграл второго рода. 

2. Вычисление криволинейного интеграла второго рода, его свойства. 

3.  Векторное поле. Формула Грина – Остроградского. Независимость криволинейного инте-

грала от пути интегрирования. 

4. Криволинейны интеграл первого рода. Задача о массе, распределенной вдоль кривой. 

 

1.12.2. Краткое содержание вопросов: 

 

1. Работа переменной силы. Криволинейный интеграл второго рода. Вычисление кри-

волинейного интеграла второго рода, его свойства. 

Задача, приводящая к понятию криволинейного интеграла 

Пусть F - постоянная сила, S - перемещение 

.,SFCosSFA  

Рассмотрим общий случай, когда сила переменна по ве-

личине и направлению, а точка приложения движется по кривой. 

Определение: Если в  некоторой плоской области задан вектор силы, лежащий в 

этой области, то говорят, что заданно плоское силовое поле. 

По аналогии можно рассмотреть и силовое пространство. 

Пусть QPF ,


 - вектор силы, где Р=Р(х,у), 

а Q = Q(x,y). Рассмотрим некоторую дугу ВС в 

области Д и найдём работу поля по перемеще-

нию точки из В в С. 

 

Разобьём 

.......: 210 CMMMMMBСВ nk  При 

достаточно мелком разбиении 
BC

T  можно счи-

тать, что по  частичной дуге kk MM 1  точка 

движется под действием постоянной силы ,;;: KKKKK QPFFF   где 

,; 1 kkkkk MMN  причём считается, что движение происходит не по дуге, а по хорде 

.1 kk MM  Обозначим .1 kkk MMS


 Тогда работа kA  на дуге kk MM 1  приближённа равна: 

kkkkkk SQFA ;;  

xPSFAyxMMS
yyy

xxx

yxM

yxM
kkkkkkkkkk

kkk

kkk

kkk

kkk
;,

;

;
1

1

1

111

 

m

k

m

k

kkkkkkkkk yQxPAAyQ
1 1

;;;  
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Параметр разбиения .max 1
1

kk
mk

MM Рассмотрим предел, при λ→0  естественно 

считать: 
m

k

kkkkkk yQxPA
1

;;lim  

Определение криволинейного интеграла по координатам  

для случая плоских фигур 

Пусть в плоскости ХОУ дана кривая ВС и на ней определена функция Р(х;у). Разобьём 

ВС в направлении от В к С. На  частичной дуге выберем промежуточные точки. Вычислим 

значение Р(х;у) в этих промежуточных точках и составим интегральную сумму: 

BC

kkkkk dxyxPMMxP );(limmax,; 1
0

11
 

Аналогично определяется интеграл по второй координате у: 

BC

dyyxQ .);(lim 2
0

 

BC BC BC

dyyxQdxyxPdyyxQdxyxP );();(det);();(  - полный  

криволинейный интеграл. 

BC

dyyxQdxyxPA );();(  - криволинейный интеграл второго рода. 

Существование и вычисление криволинейных интегралов 

Определение: Простая кривая Жордана r: 
ty

tx
 называется регулярной 

tt  - непрерывны на [α,β] 

Определение: Кривая Жордана называется кусочно-регулярной  её можно разбить 

на конечное число регулярных кривых. 

Примеры:  

1) 
intRSy

RCostx
    ;0t  

регулярная кривая. 

2)  011 xyt
tx

ty
       

  нерегулярная кривая, но кусочнорегулярная. 

Теорема: Если f(x;y) –непрерывна на кусочно-регулярной кривой r ,BC  то интеграл 

от этой функции по любой координате существует и имеет место формула: 

BC

dttttfdxyxf );(;  , 
BC

dttttfdxyxf .;;  

Примеры:  

1) 
AB

xxyABxdyyxydx 10,:, 22
 

1

0

53

2
2~

2
10, xdxxdxx

xdxdy

dxdx
x

xy

xx
 

.
28

15

7

2

4

1

0

7

7

2

4

7
4

x
x
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2) 
AB

dCosCosdSinSindyxdxy

0

2222 2424  

0 0

22 1818 dCosSindSinCos  

т.к. Cos  на [0;π] синус не является монотонным, то делать подстановку нельзя  

1

1

0 3
22

1

1

3
81818

t
tSindtt  

  

 

 

2.  Векторное поле. Формула Грина – Остроградского. Независимость криволинейного 

интеграла от пути интегрирования. 

.;; dyyxQdxyxP  Для замкнутого контура является принципиальным вопрос 

выбора направления, так как начальная и конечная (∙) совпадают. Положительным называет-

ся направление, при котором наблюдатель, идущий по контуру в этом направлении, видит 

контур слева от себя. Противоположное направление – отрицательное. 

Обозначения: 
1 1 1

;
 

Рассмотрим пример: 
AB

Idyxxydx 22  

    а) АВ: у = х; А(0;0); В(1;1). ; dx = dy. 

        
1

0

322 1
0

1
2 xdxxdxxI  

б) 
1

0

4332 1
0

1
222 xdxxdxxIxdxdyxy  

в) 
1

0

2
5

2
3

2

1

0

1
0

1

2

5

2
2

2

1
xdxx

x

dx
xdxxxIdx

x
dyxy  

г) .;1100: dxxdyxxxy  

    
1

0

1

0

1

0

2

22

_

2
22

xvdxxdv

xdxduxu
dxxxdxxxdxxxdxxxI  

1

0

1

0

2 12
0

1
2 xdxxxxdxxx  

Формула Грина 

D

dyyxQdxyxPdxdy
y

P

x

Q
;;  

P,Q – непрерывны и непрерывны их частные производные. 

Условия независимости криволинейного интеграла от пути 

интегрирования. Условия полного дифференциала (признак точ-

ного дифференциала). 

.
3

32

3

1
1

3

1
18

0

3
8

3Sin
Sin
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Теорема: Криволинейный интеграл по дуге АВ не зависит от пути интегрирования  

интеграл по любому замкнутому контуру, прохо-

дящему через (∙) А и В был равен 0. 

Доказательство: 1) Необходимость: 

ACB ADB BDA ACB BDA BDA BDA

.0  

2) Достаточность: 

ACB BDA ACB BDA ADB

.0  

Теорема:Пусть в области D – односвязной заданы две функции P(x;y), Q(x;y) – непрерывны  

x

Q

y

P
 - непрерывны в области D  следующие три утвер-

ждения эквивалентны: 

1) DdyyxQdxyxP ,0;;  

                       2) :;;; yxdFdyyxQdxyxP  

     yxF ; , определенная  в D: 

dyyxQdxyxPdF ;;  

                                             3) .
y

P

x

Q
 

Доказательство:   

Возьмём DyxByxA ;,; 00  

AB

dyyxQdxyxP ,0;;  не зависит от пути интегриро-

вания, а зависит лишь от выбора (∙)А и В: 
yxB

yxA

dyyxQdxyxP

;

; 00

.;;  А – фиксировано. В – меняем 

ZBÄ

yxB

yxA

yxB

yxA

yxFQdyPdxRQdyPdx

;

;

;

;00 00

;  - функция 

Т.д. 1) yxQ
y

F
yxP

x

F
;;  

        2) ?dF  

I. 

1. ∆х ≠ 0 при у = Const 
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C

A

C

A

B

A

B

A

C

B

B

A

C

B

x QdyPdxQdyPdxQdyPdxFQdyPdxyxxF ,

 
C

A

не зависит от пути интегрирования и в качестве дуги выберем АВС 

(=) 

С

B

xx

x

dxyxPQdyPdx

const
////

;

0

 (=) по т. О среднем (=) 

(=) P(C;y)∆x, x ≤ C ≤ x+∆x  .,0,;,: dxdxdyxxxxConstyBC  

 2. yCP
x

xyCP

x

xF
,

,
 

 3. yxP
x

F
yxPнепрyxPктyCP

x

xF

XC
xx

,,.'..,limlim
00

 - непрерывна в 

D. 

II. 

Аналогично доказывается yxQ
y

F
,  - непрерывна в D. 

Т.к. 
y

F

x

F
 - непрерывна в D .,, dyyxQdxyxPdF  

                   2.   Д: dyyxQdxyxPdfyxF ,,:,  

Т.д. .
y

P

x

Q
 

y

P
yyxP

yx

F
,

2

 - непрерывна в D. 

x

Q
xyxQ

xy

F
,

2

 - непрерывна в D .чтд
x

Q

y

P
 

 3. Д: 
y

P

x

Q
 - непрерывна в D. 

Т.д. 0,, dyyxQdxyxP  

Т.к. область D – односвязная ÑDD1  можно применить формулу Грина: 

1

.0,,
D

чтдdxdy
y

P

x

Q
dyyxQdxyxP  

 

Восстановление функции по её дифференциалу 

?,,,,, yxF
x

Q

y

P
yxdFdyyxQdxyxP  
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yxB

yxA

QdyPdxyxF

,

, 00

.,  

Пример: 1) 
yx

yxP

yxB

A

x

x
dyxydxxdyxydxxyxFdFdx

23

,

,

0,0

0,

0

3232

0,
33,  

yx

x

x y

yxdyxyxxydxxdyx

,

0, 0 0

332323 03003  

2) 

yx

y

yxP

yx

yxQ ydyxCosydxyxF

xyCos
x

Q
yCos

y

P

dydx ,

0,0

3sin

,

3cos3

, 333sin,

3333

0 
 

    

0,

0,0

,

0, 0

3
3

3
33333333

x yx

x

y

yxSin
ySin

xydyCosxydyxCosydyxCosydxSin  

Как и в случае функции 1-й переменной - т б. мн. Функций F(x,y), имеющих задан-

ный dF и отличаются на аддитивную постоянную. 

 

3. Криволинейны интеграл первого рода. Задача о массе, распределенной вдоль кривой. 

Пусть в области С определенно силовое поле  F = {X(x;y), Y(x;y)}. 

Примером силового поля может служить поле силы тяжести у поверхности Земли, где 

на  массой m действует сила, численно равная mg. Другим примером силового поля 

служит электрическое поле Кулона. Если ,:,
y

U

x

U
yxUU  то говорят, что 

поле потенциальное, а U – потенциал поля. В этом случае: 

dUdy
y

U
dx

x

U
dydx  для работы А потенциальной силы F вдоль пути со-

единяющего (∙) 222111 ,, yxиMyxM  

22

11

22

11

., 1122

yx

yx

yx

yx

yxUyxUdUYdyXdxA  

Т.о. работа потенциальной силы не зависит от вида пути и равна разности потенциалов 

силы для конечной и начальной точек пути. В частности, если путь замкнут, то А = 0. 

Пример: Найти работу А силы тяжести при перемещении в вертикальной плоскости 

Оху (вблизи поверхности Земли) точки массы m из положения 111 , yxM  в положение 

222 , yxM . 

Решение: Т.к. криволинейный интеграл второго рода представляет собой работу пере-

менной силы вдоль пути интегрирования, проекциями которой 

на координатные оси являются соответствующие коэффициенты при дифференциалах пере-

менных, то Х = 0, Y = -mg Umgydmgdydydx  

mgy  - потенциал поля силы тяжести 12

11

22

,

,
yymg

yx

yx
mgyA . 

Криволинейный интеграл первого рода 

Пусть К – некоторая кусочно-гладкая плоская кривая:  
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22,,, dydxdSttyytxx  - дифференциал дуги; 

.0 22 yxdSdt  

Если f(x,y) – непрерывна на К, то под её криволинейным интегралом первого рода по-

нимается интеграл вида: 
K

dtyxtytxfdSyxf .,, 22
 

Если кривая К задана y = y(x), ,,bax  то 
K

b

a

dxxyxyxfdSyxf .1,, 2
 

Допустим, что К имеет массу. Пусть ∆S – некоторая дуга кривой К, содержащая точку 

М, а ∆m – масса этой дуги. Тогда отношение 
S

m  - средняя плотность ∆S, а 

S

m
M

MS
lim  - линейная плотность дуги в (∙)М. 

Если μ = f(x,y) – рассматривать как линейную плотность дуги в текущей точке М(х,у), 

то dm = μdS – есть масса элементарной дуги ∆S и интеграл m
K

dS  -масса линии – физи-

ческий смысл криволинейного интеграла I-го рода. 

Свойства криволинейного интеграла I-го рода. 

1)
K K

  2) 

21 1 2

21

KK K K

KKK . 

Пример: Найти массу .,.,0,122 yxMyyyx  

Решение:  

dtyxydSdm
Sy

Costx
2

int

2
tdtdttS sincossinint 22

 

0

2
0

cossin ktktdtkm  

Таблица. 

1. Криволинейный интеграл 1-го рода (К1). 



f(x,y)ds  

2. Сведение К1 к определённому интегралу: 

                                     1)  )(xfy   bxa  

a

b

dxxfxfxff(x,y)ds )(1))(,( 2



 

2)   )(),( tyytxx   t  

dtytxtytxff(x,y)ds 22 )())(),(( 


 

3. Криволинейный интеграл 2-го рода (К2). 

dyyxQdxyxP
l

),(),(  

4. Сведение К-2 к определённому интегралу: 

1) )(xfy    ,x  
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dxxfxfxQxfxPdyyxQdxyxP
l

)())(,())(,(),(),(  

         2) )(),( tyytxx    ,t  

dxtytytxQtxtytxPdyyxQdxyxP )())(),(()())(),((),(),(


 

5. Сведение К-2 к К-1: 

dsyxSinyxQyxCosyxPdyyxQdxyxP
ll

),(),(),(),(),(),(  

где ),( yx - угол между направляющей касательной к )(v и положительным направлением 

OX. 

6. Формула Грина  dxdy
y

P

x

Q
dyyxQdxyxP

DD

),(),(  

 1.13 Лекция 16 (2 ч.) 

Тема: Числовые ряды, сходимость, приложения.  

1.13.1  Вопросы лекции: 

 

1. Числовые ряды их сходимость. Положительные числовые ряды, достаточные признаки 

сходимости положительных рядов. 

2. Ряды с произвольными членами, абсолютная сходимость рядов. 

3. Знакопеременные ряды, их свойства, применение к приближенным вычислениям. 

 

1.13.2. Краткое содержание вопросов: 

 

1. Числовые ряды их сходимость. Положительные числовые ряды, достаточные при-

знаки сходимости положительных рядов. 

Определение ряда и его суммы 

Пусть задана числовая последовательность аn n N. Тогда выражение 

a1+a2+…+аn+…                                    (1) 

называется числовым рядом и обозначается 
1n

na
.  

Следовательно, ...... aaaa n
n

n 21
1

 

Числа a1, a2, … называются членами ряда (1), соответственно первым, вторым и т. д.; 

аn называется п-м или общим членом ряда (1). 

Суммы S1=a1, S2=a1+a2, ..., Sn=a1+...+an, ... называются частичными суммами ряда 

(1). 

Ряд                                
1

21
1

...
nk

knn
k

kn aa aa               (2) 

называется n-м остатком ряда (1). Отметим, что у ряда (2) первым членом является (п+1)-й 

член исходного ряда (1) и k-й член ряда (2) равен аn+k . 
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Ряд называется сходящимся, если последовательность его частичных сумм сходится. 

Если последовательность частичных сумм ряда расходится, то он называется рас-

ходящимся. Следовательно, ряд (1) называется сходящимся, если существует предел 
n

nk
k

n
n

n
alimSlimS
1

 

Этот предел называется суммой ряда (1). 

Если ряд (1) сходится и S—его сумма, то будем писать 
1k

kaS  

Пример 1. Доказать, что ряд 
1k

kq  сходится, если |q|<1, и расходится, если |q| 1. 

Этот ряд является суммой членов геометрической прогрессии.  Напомним, что  

q

qq
qS

nn

k

k

n
1

1

1

 для всех n N 

Если |q|<1, то 01n

n
qlim , и поэтому   

q

q

q

qq
limSlim

n

n
n

n 11

1

 

Следовательно, если |q| < 1, то данный ряд сходится и  
q

q
q

n

n

11

 

Если |q|>1, то 
1n

n

|q|lim , поэтому последовательность (q
n+1

) неограниченная и, 

следовательно, не имеет предела. Отсюда следует, что последовательность (Sn) тоже не имеет 

предела, т. е. данный ряд расходится, если |q|>1. 

Если q=1, то  S1=l, S2=2, …, Sn=n, ...  и, как легко видеть, данный ряд расходится.  

Если q= -1,  то  S1=-1,  S2= -1+1=0,  S3= -1, ...,  т. е. частичные суммы с нечетными но-

мерами равны 1, а c четными номерами равны 0. Такая последовательность не имеет предела. 

Следовательно, если |q|=1, то данный ряд расходится. 

Теорема 1. Если ряд сходится, то и любой его остаток сходится. Если какой-нибудь ос-

таток ряда сходится, то и ряд сходится. 

Теорема 2. Если ряды с общими членами аn и bn сходятся и 

Aa
n

n
1

,    Bb
n

n
1

, 

то для любых чисел , и  ряд с общим членом сn= an+ bn сходится и 

BAba n
n

n
)(

1

 

Действительно, 

BAblimalimbalimbalim
n

k
k

n

n

k
k

n

n

k
k

n

k
k

n

n

k
kk

n 11111

 

а это и означает, что ряд с общим членом сn= аn+ bn сходится и его сумма равна A+ B. 

Пример 2. Исследовать на сходимость ряд   
1

1

2332
n

nn  

Общий член этого ряда имеет вид    

nn

nc
2

1
23

3

1
2  
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Как показано в примере 1, ряды с общими членами 

n

na
3

1
 и 

n

nb
2

1
 сходятся и  

2

1

3

1
1

3

1

3

1

1n

n

,   1

2

1
1

2

1

2

1

1n

n

. 

В силу теоремы 2 данный ряд сходится и 76
2

1
22332

1

1

n

nn
 

Теорема 3. (необходимое условие сходимости ряда). Если ряд с общим, членом аn схо-

дится, то an  0 при n . 

 Доказательство: Пусть ряд 
1n

na  сходится и его сумма равна S. Тогда 

SSaaa nn

n

k
k

n

k
kn 1

1

11

 

для любого n  2, и поэтому  
0limlimlimlim 11 SSSSSSa n

n
n

n
nn

n
n

n

 

Пример 3. Исследовать  на  сходимость  ряд 
1

1
1

n

n

n
. 

Для этого ряда не выполняется необходимое условие сходимости. 

Действительно, 

1

11

1

1
1

1
1

1

1
1

1
1

1

1
1

11
1

n

nnnn

n

n

n

nnn

n

nn

n

n
a  

и, следовательно   
e

an
n

1
lim .Таким образом, данный ряд расходится. 

Ряды с неотрицательными членами 

Прежде всего заметим, что последовательность частичных сумм любого ряда с неотри-

цательными членами является неубывающей. 

Действительно, пусть дан ряд 
1n

na  с неотрицательными членами: аn > 0. Тогда 

SaaS n

n

k
k

n

k
kn 1

1

11

  для всех n. 

Известно, что если неубывающая последовательность ограничена, то она имеет конеч-

ный предел. Если же она неограниченная, то она является бесконечно большой; про нее го-

ворят, что она расходится к + . Поэтому, если ряд с неотрицательными членами расходится, 

то будем говорить, что он расходится к +  и что его сумма равна + . Таким образом, спра-

ведлива следующая теорема. 

Теорема 1: Если последовательность частичных сумм ряда с неотрицательными чле-

нами ограничена, то ряд сходится. Если последовательность частичных сумм ряда с неотри-

цательными членами неограниченна, то ряд расходится к + . 

Теорема 2: (признак сравнения). Пусть для рядов 
1n

na  и 
1n

nb  выполняется условие: 

существует N такое, что 0 аn bn для всех n N. Тогда, если ряд из bn сходится, то и ряд из аn 

сходится. Если же ряд из аn расходится, то и ряд из bn расходится. 
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Пример 1. Сходится ли ряд 
1

2

2sin

n n

nx
, где x - некоторое действительное число? 

Так как 
22

2 1sin
0

nn

nx
 для всех n и ряд 

1
2

1

n n
 сходится, то по признаку сравнения 

данный ряд сходится для любого x R 

Пример 2. Сходится ли ряд 
1

ln

n n

n
? 

Так как 
nn

n 1ln
 для всех п  3 и ряд 

1

1

n n
 расходится, то по признаку сравнения дан-

ный ряд расходится.  

Лемма: Пусть дан ряд 
1n

na  с положительными членами. Тогда если существует q та-

кое, что    1
1 q

a
a

n

n     для всех n,                             (1) 

то ряд сходится. Если же  1
1

a
a

n

n   для всех n,                      (2) 

то ряд расходится. 

Если выполняется условие (1), то  an+1 qan q
2
an-1 … a1q

n
. 

Следовательно, an a1q
n-1

    для всех п. 

А так как ряд
1

1

1
n

n

qa , у которого 0 < q < 1, сходится, то по признаку сравнения дан-

ный ряд тоже сходится. Если выполняется условие (2), то 

an+1>an>...>a1, т.е. an  а1 > 0 для всех п.Отсюда следует, что для ряда не выполняется необ-

ходимое условие сходимости и, следовательно, ряд расходится.  

Теорема 3: (признак Даламбера). Пусть для ряда с положительными членами аn вы-

полняется условие  q
a
a

lim
n

n

n

1 . Тогда если q<1, то ряд сходится, а если q>1, то ряд расхо-

дится. 

Пример 3. Сходится ли ряд 
1 2n

n

n
? 

Здесь 
nn

n
a

2
, и поэтому  

2

1

2

21
1

1

n

n

nn

n

n n

)n(

a

a
limlim  

Здесь 
!

10

n
a

n

n . Следовательно, 0
1

10

101

10 1

1

n)!n(

!n

a

a
limlimlim

n
n

n

nn

n

n

 

По признаку Даламбера данный ряд сходится.  

Замечание: Если    11

lim
n

n

n a

a
,     (3) то ряд может как сходиться, так и расходиться.  

Например, для ряда 
1

1

n n
 при любом  выполняется условие (3). Однако, при  > 1 

ряд сходится, а при 1 расходится (см. пример 1). 

Теорема 4: (интегральный признак Коши). Если члены знакоположительного ряда 

1n
na  могут быть представлены как числовые значения некоторой непрерывной монотонно 
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убывающей на промежутке [1;+∞] функции f(x), то сходимость исходного ряда определяется 

сходимостью несобственного интеграла 
1

f(x)dx . 

Пример 5. Исследовать на сходимость ряд 
2n lnnn

1
. Воспользуемся интегральным 

признаком Коши. Функция 
lnxx

1
f(x)  удовлетворяет условиям теоремы 

4.
2

2

xlnln
xlnx

dx
. Следовательно, исходный ряд расходится. 

 

2. Ряды с произвольными членами, абсолютная сходимость рядов. 

Важный класс сходящихся рядов образуют так называемые абсолютно сходящиеся ря-

ды. Прежде чем давать соответствующее определение, докажем следующую теорему. 

Теорема 1: Если ряд 
1n

na  сходится, то и ряд 
1n

na сходится. 

Положим 
2

nn

n

aa
p ,

2

nn

n

aa
q .  Очевидно, что  0 pn |an|; 0 qn  |an|   для 

всех п. 

По признаку сравнения ряды 
1n

np  и 
1n

nq  сходятся. А так как аn=рn-qn, то данный 

ряд тоже сходится. 

Определение:  Ряд 
1n

na  называется абсолютно сходящимся, если сходится ряд 

1n

na . 

Теорема 1 утверждает, что если ряд абсолютно сходится, то он и просто сходится. 

Для исследования рядов на абсолютную сходимость можно пользоваться всеми при-

знаками сходимости для рядов с неотрицательными членами. 

Теорема 2: Пусть для ряда 
1n

na  выполняется условие q
a

a

n

n

n

1

lim . 

Тогда если q<1, то ряд сходится абсолютно, а если q>1, то ряд расходится. 

Доказательство. Если q<1, то абсолютная сходимость следует из признака Даламбера 

для рядов с положительными членами. Если q>1, то для ряда не выполняется необходимое 

условие сходимости ряда  и, следовательно, ряд расходится. 

Пример 1. Доказать, что ряд 
1

1)1(

n

n

n
,где >1,  сходится абсолютно. 

Этот ряд сходится и, более того, сходится абсолютно. Действительно, здесь   

n
a

n

n

1)1(
,  

n
an

1
  и ряд 

1

1

n n
 где  > 1, сходится. Следовательно, данный ряд схо-

дится абсолютно и, в частности, он сходится. 
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Пример 2. Сходится ли ряд 
1

sin

n n

nx
, где >1, а x—произвольное действительное 

число? Сходится ли он абсолютно? 

Этот ряд сходится абсолютно, так как  
nn

nx 1sin
для всех  п, и ряд 

1

1

n n
 при >1 

сходится. 

Пример 3. Сходится ли абсолютно ряд    
1

1

n

n

n
, где 0< 1? 

Данный ряд не является абсолютно сходящимся, так как ряд 
1

1

n n
,         где   1, 

расходится. Ниже будет доказано, что данный ряд сходится при любом  > 0.  

 

3. Знакопеременные ряды, их свойства, применение к приближенным вычислениям. 

Теорема 3: (признак Лейбница). Если последовательность (аn) из положительных чисел 

убывает и 0alim n
n

, то ряд 
1

1)1(
n

n

n a сходится. 

Из признака Лейбница следует, что ряд  
1

1

n

n

n
 сходится при любом >0. Однако он 

не является абсолютно сходящимся, если 0< <1. 

Определение: Ряд называется условно сходящимся, если он является сходящимся, но 

не является абсолютно сходящимся. 

Например, оба ряда 
1

2

1

n

n

n
 ; 

1

1

n

n

n
сходятся. Однако, если первый ряд абсо-

лютно сходящийся, то второй ряд не является абсолютно сходящимся и, следовательно, яв-

ляется условно сходящимся. 

Абсолютно сходящиеся ряды обладают многими свойствами обычных конечных сумм. 

В частности, для них имеет место свойство, аналогичное свойству переместительности: сум-

ма абсолютно сходящегося ряда не меняется при любой перестановке членов ряда. 

Абсолютно сходящиеся ряды можно перемножать почленно. Более точно это утвер-

ждение формулируется следующим образом: если ряды 
1n

na  и  
1n

nb  абсолютно сходятся 

и 
1n

naA , 
1n

nbB , то ряд, членами которого являются всевозможные произведения 

вида akbn, абсолютно сходится и его сумма равна произведению АВ. 

Условно сходящиеся ряды по своим свойствам существенно отличаются от обычных 

конечных сумм. Например, для них справедливо следующее утверждение: в условно сходя-

щемся ряде можно так переставить члены, что полученный ряд будет сходиться к любому 

наперед заданному числу. Более того, можно так переставить члены условно сходящегося 

ряда, что полученный ряд будет расходиться. 

 

1.14 Лекция 17 (2 ч.)  

Тема: Функциональные последовательности и ряды в действительной области. 

1.14.1  Вопросы лекции: 
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1.Функциональные последовательности, их свойства. Равномерная сходимость. 

2. Функциональные ряды. Функциональные свойства суммы ряда. Степенные ряды. 

3. Ряд Тейлора, его сходимость. Разложение элементарных функций в степенные ряды. 

4. Приближенные вычисления значений трансцендентных функций, интегралов. 

 

1.14.2. Краткое содержание вопросов: 

 

1.Функциональные последовательности, их свойства. Равномерная сходимость. Функ-

циональные ряды. Функциональные свойства суммы ряда. Степенные ряды. 

Рассмотрим последовательность, членами которой являются функции, имеющие об-

щую область определения D(fn(x)) = Х. 

 

Пример:  

fn(x): 1;x; x
2
; . . . ; x

n-1
; . . .    D(fn(x)) = R  -  функциональная  последовательность. 

Зафиксируем  х и тогда: 

  x1 = ½:   1; ½; ¼; 
1
/8; ...; 1/2

n-1
; ... → 0 

  x2 = 3:    1; 3; 3
2
; 3

3
;...; 3

n-1
;... → + ∞ 

  x3 = -1:   1; -1; 1; -1; 1; -1; ... ; (-1)
n-1

; ...     не существует lim fn(x) 

При каждом конкретном значении х из функциональной последовательности получает-

ся числовая последовательность. Причем числовая последовательность может сходиться, а 

может и расходиться. Точки, в которых функциональная последовательность сходится, на-

зываются точками сходимости.  

Определение. Точка x0 области определения D (fn)  называется точкой сходимости  <=> 

существует lim fn (x0). 

Определение. Совокупность точек сходимости  (fn (x)) называется областью сходимо-

сти данной последовательности. 

Пример. 1). fn (x) = x
n-1

: 1;x; x
2
; ...; x

n-1
 

fn (x) → 0 <=> |x| < 1; если  х = 1, то fn (x) →1;    если х = - 1, то предела не существует, 

если |x|>1, то  fn (x) → + ∞. Следовательно X = (-1;1].  

Функциональные ряды и область их сходимости 

Ряд вида φ1(x) + φ2(x) + φ3(x) + ...+ φn(x) + ... – называется функциональным рядом. 

Определение.  Областью сходимости функционального ряда называется множество 

значений х, при которых исходный функциональный ряд становится сходящимся числовым 

рядом.  

Пример. Найти область сходимости ряда 
0n

nx .  

Данный ряд является рядом геометрической прогрессии со знаменателем 

х.Следовательно, этот ряд сходится при  1x , то есть при всех х, принадлежащих проме-

жутку (-1;1).  

Среди функциональных рядов в математике и её приложениях особую роль играет ряд, 

членами которого являются степенные функции,  то есть так называемый степенной ряд. 

(1) ...xa...xaxaaxa n

n

0n

n

n

2

210 −степенной ряд по степеням х. 
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(2) ...)xx(a...)xx(a)xx(aa)xx(a n

n

0n

n

n 0

2

020100 − сте-

пенной ряд по степеням (х-х0). 

Об области сходимости степенного ряда можно судить, исходя  из следующей теоремы.  

Теорема (Абеля). Если степенной ряд (1) сходится при х=х0≠0, то он абсолютно схо-

дится при всех значениях х, удовлетворяющих неравенству 0xх .   

Следствие. Если степенной ряд (1) расходится при х=х1, то он расходится при всех 

значениях х, удовлетворяющих неравенству 1xх .   

Пример. Найдите область сходимости ряда 
0n

n

!n

x
.  

Воспользуемся признаком Даламбера. 

0
1

1

1

1

n
limx

x)!n(

!nx
lim

n
n

n

n
. Следовательно, исходный ряд абсолютно сходится 

на всей числовой оси. 

Степенные ряды любого вида можно почленно складывать, вычитать и умножать. Ра-

диус сходимости результирующего ряда не меньше, чем меньший из радиусов сходимости 

исходных рядов. 

Степенные ряды любого вида можно почленно дифференцировать внутри интервала 

сходимости и интегрировать на каждом отрезке, расположенном внутри интервала сходимо-

сти. Результирующий ряд  будет иметь тот же радиус сходимости, что и исходный ряд.  

 

2. Ряд Тейлора, его сходимость. Разложение элементарных функций в степенные ряды. 

Пусть функция f(x) определена и имеет непрерывную производную f (x) в некоторой ок-

рестности точки x0. Если функция f(x), кроме того, имеет вторую непрерывную производную 

f"(x), то по формуле интегрирования по частям имеем: 

x

x

x

x

x

x

x

x

x

x

dttxtfxxxfdttxtftxtftxdtfdttf

000 00

))(())(())(())(()()()( 00  

и, следовательно, 

x

x

dttxtfxxxfxfxf

0

))(())(()()( 000  

Далее, если f{x) имеет третью непрерывную производную f (х), то 

x

x

x

x

x

x

x

x

dttxtftftxtxdtfdttxtf

0000

222 ))((
2

1
)()(

2

1
)(

2

1
)())((  

x

x

dttxtfxxxf

0

22

00 ))((
2

1
))((

2

1
 

и, следовательно,  
x

x

dttxtfxx
xf

xxxfxfxf

0

22

0

0

000 ))((
2

1
)(

2

)(
))(()()(  

Аналогично, если f(х) имеет четвертую непрерывную производную f 
(4)

(х), то 
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x

x

IV dttxtfxx
xf

xx
xf

xxxfxfxf

0

33

0

02

0

0

000 ))((
!3

1
)(

!3

)(
)(

2

)(
))(()()(  

и т. д. Вообще, если f(x) имеет (n+1)-ю непрерывную производную f
(n+1)

(х), то 

...)(
!2

)(
)(

!1

)(
)()( 2

0

0

0

0

0 xx
xf

xx
xf

xfxf  

                     

x

x

nnn

n

dttxtf
n

xx
n

xf

0

))((
!

1
)(

!

)(
... 1

0

0
.                  (1) 

Эта формула называется формулой Тейлора функции f(х) в точке x0 с остаточным 

членом в интегральной форме. 

 Многочлен   
n

n

xx
n

xf
xx

xf
xx

xf
xf )(

!

)(
...)(

!2

)(
)(

!1

)(
)( 0

02

0

0

0

0

0  

называется многочленом Тейлора, а функция 

                       

x

x

nn

n
dttxtf

n
xR

0

))((
!

1
)( 1

                         (2) 

называется остаточным членом. 

Пусть функция f (x) определена и имеет производные всех порядков в некоторой окре-

стности точки xо. Тогда степенной ряд 

                    
0

0

0 )(
!

)(

n

n

n

xx
n

xf
                (3) 

называется рядом Тейлора функции f(x) в точке x0. 

Если в ряде Тейлора положить xо=0 , то получим разложение функции по степеням x в 

так называемый ряд Маклорена.  

Лемма. Для того чтобы ряд Тейлора функции f(x) сходился к f (x) в точке x, необходимо 

и достаточно, чтобы, в этой точке остаток формулы Тейлора стремился к нулю при п . 

Из формулы Тейлора  )()(
!

)(
)(

0

0

0 xxx
k

xf
xf Rn

n

k

k

k

 следует, что если Rn(x) 0 при 

п , то )x(f)x()x(f)xx(
!k

)x(f
Rlimlim n

n

n

k

k
k

n 0

0
0

, т. е. ряд (3) сходится к f(x). 

Наоборот, если ряд (3) сходится к f(x), то 

0
0

0
0

0

0
0

n

k

k
k

n

n

k

k
k

n
n

n

)xx(
!k

)x(f
)x(f)xx(

!k

)x(f
)x(f)x( limlimRlim  

 

Разложение элементарных функций в степенной ряд. 

Задача разложения функции в ряд Тейлора 

Пусть f(x) – бесконечно дифференцируемая на [a,b], х  [a,b]   

 ...)(
!

)(
...)(

!1

)('
)(~)(

)(
n

n

ax
n

af
ax

af
afxf  называется рядом Тейлора для 

f(x). Он может быть сходящимся и расходящимся, более того, может случиться, что этот ряд 

сходится к функции S(x), отличной от f(x).  

Пример. Пусть 

0,0

0,)(
2

1

x

xexf
x
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а=0; 
x

f
xf

x 0
lim)('  

0
2

1

0
0

2

2

2

2

10

3

1

2

01

1

0

1

00 xx
x

xxx

x

xx e

x
lim

)
x

(e

xlim
e

x
lim

x

e
lim

x

)(f)x(f
lim)('f  

0

2
0

2

0
2

2

1

4

0

3

1

0 xx

x

x e

xlim
x

)
x

(e

lim)("f  

0
3

0

2

0

1

0
0 32 ...x

!
x

!
x

!
~)x(f  

Теорема. Если модули всех производных функции  f(x) ограничены в окрестности точ-

ки х0 одним и тем же числом М>0, то для любого х из этой окрестности ряд Тейлора функ-

ции f(x) сходится к функции f(x), т.е. имеет место разложение 

n

k

k
)k(

)xx(
!k

)x(f
)x(f

0

0
0

. 

Приведенная теорема дает простое достаточное условие разложимости функции в ряд 

Тейлора.  

Пример 1. Разложить функцию в ряд Маклорена. Функция  y=sinx  бесконечно диффе-

ренцируема на (- ;+ ). 

)
2

sin(cos' xxy ; )
2

2sin(sin" xxy ; )xsin(xcos"'y
2

3 ; 

)
2

4sin(sin xxy IV
; … )

2
sin()()( n

xxy n
… 

2
sin)0()( n

y n
 

Проверим условие теоремы  
nn x

n

n

xxy
!

2
sin

sin1)()(
 

...
!)!12(

)1(
...

!7!5!3
sin

121753

n

xxxx
xx

nn

   (- ;+ ). 

Пример 2. Получить разложение в степенной ряд для  y=cosx  

...
!)!2(

)1(
...

!6!4!2
1cos)'(sincos

21642

n

xxxx
xxxy

nn

 

Пример 3. Разложить в степенной ряд  y=ln(1+x), D=(-1;+ ). 

...1
1

1
' 32 xxx

x
y  - сходится для 1x  

...
432

)1ln()1;1(
432 xxx

xxx  

...
4

1

3

1

2

1
12ln1x  ряд удовлетворяет теореме Лейбница  

...
32

)1ln(:]1;1(
32 xx

xx  

3. Приближенные вычисления значений трансцендентных функций, интегралов 
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1. Приближенное вычисление значений функции 

а) Вычислить sin 10º  с точностью до 0,0001. 

sin 10º = sin (π/18)  = (π/ 18) -  (π /18)
3
 ·  1/3! +  (π /18 )

5   
· 1/5! - … 

(π /18)  <  0,2    а3  = (π /18)
3
 ∙  1/5!  <  (0,2)

5
/5! ; 

(2
5
/5! ∙10

5
) = (32 /5! ∙10

5 
) < 0,00001 

 sin 10º  (π/18)  -  (π/18 )
3
 · 1/3 ! = 0,1745 – 0,0009 = 0,1736 

б)   (30)
1/3

 = (27)
1/3

∙ 30/27 = 3 ∙(30/27)
1/3

  = 3 ∙(1)
1/3

+1/9 =3 ∙(1+1/9)
1/3 

 = 

= 3∙  ( 1+1/3∙ 1/9 + 1/3∙  (1/3 -1) ∙  (1/9)
2 
∙ 1/2! +1/3∙ (1/3-1) ∙ (1/3-2) ∙ 

∙  (1\9)
3
 ∙ 1/3! +…) = 3∙ (1+ 1/27 – 2/2! ∙ 9

3 
 + 2∙ 5/3! ∙ 3

3
 ∙ 9

3 
-…) =3,1070 

2. Приближенное вычисление определенных интегралов  

Вычислить интеграл dxe
2x-

4

1

0

 с точностью до 0,001. 

Разложим подынтегральную функцию в ряд Маклорена:  

);(x...;
!

x

!

x

!

x
e

2x-

321
1

642

. 

Интегрируя обе части равенства на отрезке [0;1/4], лежащем внутри интервала сходи-

мости, получим:    

...
!!!

dx...)
!

x

!

x

!

x
(dxe

2x-

753

4

1

0

6424

1

0
473

1

452

1

431

1

4

1

321
1  

Получили ряд типа Лейбница.  

Так как  0010
452

1
001000520

431

1
53

,
!

 и ,...,
!

, то с указанной точностью имеем: 

 2450
192

1

4

14

1

0

,dxe
2x-

 

 

1.15 Лекция 18 (2 ч.)  

Тема: Ряды Фурье, их свойства. 

1.15.1  Вопросы лекции: 

 

1. Периодические процессы и периодические функции. Ряд Фурье. 

2. Ряды Фурье четных и нечетных функций.  

3. Ряды Фурье по нестандартному отрезку. Ряд Фурье как способ продолжения функции. 

 

1.15.2. Краткое содержание вопросов: 

 

1. Периодические процессы и периодические функции. Ряд Фурье. 

В науке и технике часто приходится иметь дело с периодическими явлениями.   Раз-

личные   величины,   связанные   с   рассматриваемыми периодическими явлениями, по исте-

чению периода t возвращаются к своим прежним значениям, и представляют, следовательно, 

периодические функции от времени t, характеризуемые равенством  )()( tTt  
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Таковы, например, сила и напряжение переменного тока. 

Простейшей из периодических функций (если не считать постоянной) является сину-

соидальная величина: tAsin , где  есть частота, связанная с периодом Т соотно-

шением  
T

2
  .                                                 (1) 

Из подобных простейших периодических функций могут быть составлены и более 

сложные функции путем сложения нескольких. Причем складывать выгодней синусоидаль-

ные величины разных частот, так как сложение одинаковых приводит опять к синусоидаль-

ной величине, и той же частоты. Сложим несколько величин вида 

00 AY
, 111 sin tAY

, 222 2sin tAY
, 

                          333 3sin tAY
,…                           (2) 

которые, если не считать постоянной, имеют частоты      , ,2 ,...3 , кратные наи-

меньшей из них, ,  и периоды ,T ,
2

1
T ,

3

1
T …, получим периодическую функцию (с перио-

дом Т), но уже существенно отличную от величины типа (2). 

Теперь поставим обратный вопрос: можно ли данную периодическую функцию )(t  с 

периодом Т представить в виде суммы конечного или бесконечного множества синусоидаль-

ных величин типа (2)? Для функций довольно широкого класса имеет место разложение в 

«тригонометрический ряд»: 

...3sin2sinsin)( 3322110 tAtAtAAt
       

1
0 sin

n
nn tnAA

                                                               (3)   

Причем ,...,,,, 22110 ААА  постоянные, имеющие особые значения для каждой такой 

функции, а частота  дается формулой (1) 

Если за независимую переменную выбрать   
T

t
tх

2
 

то получим функцию от x:
x

xf )( ,тоже периодическую, но со стандартным 

периодом 2 .При этом разложение (3) примет вид 

1
022110 sin...2sinsin)(

n
nn nxAAxAxAAxf

  (4) 

Развернув члены этого ряда по формуле для синуса суммы, и положив 

nnnnnn
bAaAaA cos,sin,

00
 

мы придем к окончательной форме тригонометрического разложения 

1

0

22110

)sincos(

...)2sin2cos()sincos()(

n

nn nxbnxaa

xbxaxbxaaxf

                    (5) 

Здесь функция от угла x, имеющая период 2 , оказывается разложенной по косинусам 

и синусам углов, кратных х. 

Определение коэффициентов по методу Эйлера-Фурье 

Для того чтобы установить возможность тригонометрического разложения (5) для за-

данной функции )(xf , имеющей период ,2  нужно исходить из определенного набора ко-
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эффициентов ,...,,,, 22110 babaa . Укажем прием для определения их, который во второй по-

ловине XVIII века был применен Л. Эйлером и независимо от него в начале XIX века – Ж.-Б. 

Фурье. 

Будем полагать функцию )(xf  непрерывной или кусочно-непрерывной в промежутке 

;  

Замечание: Функция )(xf  называется кусочно-непрерывной в промежутке ba; , если 

она непрерывна на нем, за исключением конечного числа точек, где налицо скачки. 

Допустим, что разложение (5) имеет место, и проинтегрируем его почленно в пределах 

от  до ;  получим 

1
0 sincos2)(

n
nn dxnxbdxnxaadxxf  

Видим: 

            

0
coscos

|
cos

sin

0|
sin

cos

n

n

n

n

n

nx
dxnx

n

nx
dxnx

                     (6) 

Поэтому все члены под знаком суммы будут нулями, а 

                       

dxxfa )(
2

1
0

                                                      (7) 

Для того, чтобы найти аm, умножим равенство (5), которое мы предполагаем выполнен-

ным, на cos mx и проинтегрируем почленно: 

1
0 cossincoscoscoscos)(

n
nn dxmxnxbdxmxnxadxmxadxmxxf

 
Первый член суммы равен нулю в силу (6). Далее имеем: 

0)sin()sin(
2

1
cossin dxxmnxmndxmxnx

,                   (8) 

0)cos()cos(
2

1
coscos dxxmnxmndxmxnx

,                  (9) 

если n не равно m. Если n=m, то  

|
2

2sin
|

2

1

2

2cos

2

1

2

2cos1
cos2

m

mx
xdx

mx
dx

mx
dxmx

 

0
2

1

 

mamxdxxf cos)(
                                                                        (10) 

mxdxxfam cos)(
1

      (m=1,2,3,…)                                              (11) 

Аналогично, умножив разложение (5) на sin mx, получим 

mxdxxfbm sin)(
1

        (m=1,2,3,…)                                             (12) 
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Формулы (7), (11), (12) формулы Эйлера-Фурье. Вычисленные по этим формулам ко-

эффициенты называются коэффициентами Фурье данной функции, а составленный с их по-

мощью тригонометрический ряд (5) - рядом Фурье. 

Дадим теперь себе отчет в том, какова логическая ценность проведенных рассуждений. 

Так как мы исходим из предположения, что тригонометрическое разложение (5) имеет место, 

то вопрос о том, отвечает ли это действительности, естественно, остается открытым. Мы 

пользовались повторно почленным интегрированием ряда 
1n

nxU , а эта операция не всегда 

дозволительна в силу следующей теоремы: 

Теорема о почленном интегрировании рядов 

Если функции xUn  (n=1,2,3...) непрерывны в промежутке [а;b], и составленный из них 

ряд сходится в этом промежутке равномерно, то интеграл от суммы )(xf  ряда представля-

ется следующим образом: 
a

b n

a

b

a

b

a

b
n

a

b
n dxxUdxxUdxxUdxxUdxxf

1
21 ...)(...)()()()(  

Достаточным условием для ее применимости является равномерная сходимость ряда. 

Поэтому строго установленным можно считать следующее: 

Если функция )(xf  разлагается в равномерно сходящийся тригонометрический 

ряд (5), то последний необходимо будет ее рядом Фурье. 
Замечание: Равномерная сходимость сохранится и при умножении всех членов ряда на 

ограниченные функции cos mx, sin mx. 

Если же не предполагать наперед равномерности сходимости ряда, то наши соображе-

ния не доказывают даже и того, что функция может разлагаться только в ряд Фурье. Каков 

же смысл приведенных соображений? Их можно рассматривать лишь как наведение, доста-

точное для того, чтобы в поисках тригонометрического разложения данной функции начать с 

ее ряда Фурье, обязуясь (со всею строгостью!) установить условия, при которых он сходится 

и притом - именно к данной функции. 

Пока это не сделано, мы имеем права лишь формально рассматривать ряд Фурье дан-

ной функции )(xf , но не можем ничего утверждать, кроме того, что он «порожден» функ-

цией )(xf . 

Эту связь ряда с функцией f обозначает так
1

0 )sincos(~)(
n

nn nxbnxaaxf            (5а) 

Ортогональные системы функций. Обобщенный ряд Фурье 

Определение: Две функции )(x  и )(x , определенные в промежутке [a;b] называ-

ются ортогональными в этом промежутке, если их произведение имеет интеграл, равный 

нулю:  
b

a

dxxx 0)()(  

Определение: Система функций )}({ xn , определенных в промежутке [a;b] и непре-

рывных в нем или, по крайней мере, кусочно-непрерывных, называется ортогональной сис-

темой функций, если: 
b

a

dxxx 0)()(                                                                                (13)           

Будем предполагать, что 

b

a
nn dxx 0)(2

                               (14) 
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Если 1n  (n=0,1,2,...) система называется нормальной. Если эти условия не выпол-

нены, то можно перейти к системе 

n

n x)( - нормальной. 

Важнейшим примером ортогональной системы функций и является тригонометриче-

ская система 

1, cos x, sin x, cos 2x, sin 2x, …, cos nx, sin nx, …                           (15)  

в промежутке ; ; ее ортогональность следует из соотношений: (6), (8), (9), но не 

будет нормальной в виду (10). Умножение функций (15) на надлежащие множители: 

;...
sin

;
cos

;...;
sin

;
cos

;
2

1 nxnxxx
                                              (15*) 

даст нормальную систему. 

Пусть в промежутке [a,b] дана какая-нибудь ортогональная система )}({ xn . Разло-

жим функцию )(xf , определенную в [a,b], в «ряд по функциям  » вида 

 ...)(...)()(~)( 1100 xcxcxcxf nn .                                       (16)  

Допуская возможность разложения, определим коэффициенты. Умножим обе части 

разложения на )(xm , проинтегрируем почленно: 

a

b n

b

a
mnmm dxxxcdxxxf

0

)()()()(
 

 В силу ортогональности [см. (13) и (14)] имеем 
b

a
m

m

m dxxxfс )()(
1

   (m=0,1,2,…)                                                   (17) 

Формулы (7),(11), (12) частные случаи этой формулы 

Ряд (16) с коэффициентами (17) называется (обобщенным) рядом Фурье, а коэффици-

енты (обобщенные) коэффициенты Фурье относительно системы )}({ xn  

В случае нормальной системы: 

b

a
mm dxxxfc )()(  

Повторяя те же замечания, что и в предыдущем пункте мы имеем право только на та-

кую запись 
0

)(~)( xcxf nn  

2. Ряды Фурье четных и нечетных функций.  Ряды Фурье по нестандартному отрезку. 

Ряд Фурье как способ продолжения функции 

Представление функции рядом Фурье 

Возвратимся к прерванному исследованию поведения частичной суммы )( 0xSn  ряда 

Фурье, для которой мы получили интегральное представление (4). 

Наложим теперь на функцию )(xf  более сильное требование, а именно - предполо-

жим ее кусочно-дифференцируемой в промежутке ; . 

Определение. Функцию )(xf , определенную в промежутке [a;b], называют кусочно-

дифференцируемой, если точками 

baaaaaaa nii  ...... 1210  

этот промежуток можно разложить на конечное число частей ][ 1, ii aa , 
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внутри которых функция дифференцируема, а на концах и сама функция и ее произ-

водная имеют предельные значения. 

).0('),0();0('),0( 11 iiii afafafaf
 

Можно представить такую функцию как бы «склеенной» из конечного числа диффе-

ренцируемых (а следовательно и непрерывных) в замкнутых промежутках ][ 1, ii aa  функ-

ций, с тем лишь условием, что в точках стыка, равно как и на концах промежутка [a;b], ее 

значение устанавливается особо. 

В этом случае имеет местo общая теорема Дирихле. 

Теорема. Для кусочно-дифференцируемой функции )(xf  периода 2  ее ряд Фурье в 

каждой точке  0xx  сходится и имеет сумму 2

)0()0( 00

0

xfxf
S

 

Эта сумма, очевидно, равна 
)( 0xf

, если в точке 0xx
функция непрерывна 

Случай непериодической функции 

Вся построенная выше теория исходила из предположения, что заданная функция оп-

ределена для всех вещественных значений х и притом имеет период 2 . Между тем чаще 

всего приходится иметь дело с функцией f(x), которая либо (а) задана только в промежутке 

],;(  либо (б) если и определена вне этого промежутка, то непериодична. 

 Чтобы иметь право применить к такой функции изложенную теорию, введем взамен 

исходной вспомогательную функцию f*(x), определенную следующим образом. В проме-

жутке ];(  мы отождествляем f* с f: 

                           ))(()(* xxfxf                                      (12) 

затем получаем )()(*)(* fff , а на остальные вещественные значения х 

распространяем функцию f*(х) по закону периодичности. 

К построенной таким образом функции f*(х) с периодом 2  можно уже применять до-

казанную теорему разложения. Однако, если речь идет о точке 0x . лежащей строго между 

 и , то, ввиду (12) нам пришлось бы иметь дело лишь с заданной функцией f(х). По той 

же причине и коэффициенты разложения можно вычислять по формулам (1), не переходя к 

функции f*(х). Короче говоря, все доказанное выше непосредственно переносится на задан-

ную функцию  f(х), минуя вспомогательную функцию f*(х). 

Особого внимания, однако, требуют концы промежутка x . При применении к 

функции f*(х) теоремы п.6, скажем, в точке x , нам пришлось бы иметь дело как со зна-

чением вспомогательной функции f*(х) слева от x , где они совпадают с соответствен-

ными значениями данной функции f(х), так и со значениями f*(х) справа от x , где они 

совпадают уже со значениями f(х) справа от x . Поэтому для x  в качестве значе-

ния 0S  надлежало бы взять 

2

)0()0(

2

)0(*)0(*

2

)0(*)0(*
0

ffffff
S  

Таким образом, если заданная функция f(x) даже непрерывна при x , но не имеет 

периода 2 , так что )()( ff , то при соблюдении требования кусочной дифференци-

руемости - суммой ряда Фурье будет число ,
2

)()( ff
отличное как от )(f , так и 

от )(f . Для такой функции разложение может иметь место лишь в открытом промежутке 

);( . 

Если тригонометрический ряд (2) сходится в промежутке ];(  к функции f(x), то 

ввиду того, что его члены имеют период 2 , он сходится всюду, и сумма его f(x) сказывает-

ся тоже периодической функцией от х с периодом 2 . 
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Но эта сумма вне указанного промежутка вообще уже не совпадает с функцией f(х) 

(если последняя была задана на всей вещественной оси). На примерах, приведенных ниже 

это будет проиллюстрировано. 

Отметим, что вместо промежутка ];(  можно было бы взять любой промежуток  

]2;(  длины 2  

Случай произвольного промежутка 

Пусть функция f(х) удовлетворяет на всей числовой прямой условиям Дирихле, но 

только вместо периода 2  она имеет период 2l где l - любое положительное число. Если 

прибегнуть к подстановке
ly

x        )( y , 

то получится функция )()()/( yxflyf . 

Функция )(y  имеет период 2 . Докажем это. 

)()()2()2())2(
1

()2( yxflxfl
ly

fyfy  

Функция (у) является тоже кусочно-дифференцируемой, и к ней уже приложимы 

предыдущие рассмотрения. За исключением точек разрыва, можно разложить ее в ряд Фурье  

1

0 sincos
2

)(
n

nn nybnya
a

y

, где  

l

l

n

l

l

l

l

n

dx
l

nx
xf

l
b

ndx
l

nx
xf

ll

dx

l

nx
xf

dx
l

dy

l

x
y

nydyya

sin)(
1

,...)2,1,0(cos)(
1

cos)(
1

cos)(
1

 

 Здесь косинусы и синусы берутся от углов кратных ( x)/l. В отношении концов про-

межутка х±l сохраняют силу замечания, сделанные в п.7 относительно точек х=± . Конечно, 

промежуток (-l;l] может быть заменен любым другим промежутком длины 2l, в частности, (0, 

2l), тогда 

,...)2,1,0(

cos)(
1

2

0

n

dx
l

xn
xf

l
a

l

n

                                        

,...)3,2,1(

sin)(
1

2

0

n

dx
l

xn
xf

l
b

l

n
(14.1) 

 

Разложение только по косинусам или только по синусам 

Если заданная в промежутке ];[  (непрерывная или, по крайней мере, кусочно-

непрерывная) функция f(х) будет нечетной, то для нее 0)( dxxf  

Действительно, 

0)()()()()()(
00

0

0 0

0

dxxfdxxfxdxfdxxfdxxf  

Аналогично доказывается, что в случае четной функции f(х): 
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0

)(2)( dxxfdxxf  

Пусть теперь f(х) будет кусочно-дифференцируемой на ];[ ,четной функцией. Тогда 

произведение f(х) sin(nx) окажется нечетной функцией, и по сказанному 

   0sin)(
1

nxdxxfbn
 

Таким образом, ряд Фурье четной функции содержит одни лишь косинусы: 

                                1

0 cos
2

)(
n

n nxa
a

xf                                    (15) 

 Т.к. а(х) cos nx тоже четная функция, то применив второе замечание  коэффициенты 

na  можно написать так 

                   

 
0

cos)(
2

nxdxxfan                      (n=0,1,2,3,…)    (16) 

 Если же f(х) нечетная, то нечетной будет функция f(х)cos nx dx, так что 

                         

0cos)(
1

nxdxxfan

                              (n=0,1,2,…) 

Значит, ряд Фурье нечетной функции содержит одни лишь синусы: 

                             1

sin)(
n

n nxbxf

                    (17) 

В виду четности произведения f(х)sin nx dx  можно писать: 

                       

   
0

sin)(
2

nxdxxfan  (n=0,1,2,3,…)                (18)Заметим, что каж-

дая функция f(х), заданная в промежутке ];[ , может быть представлена в виде суммы 

четной и нечетной составляющих функций: 

)()()( 21 xfxfxf , где 
2

)()(
)(,

2

)()(
)( 21

xfxf
xf

xfxf
xf  

Ряд Фурье функции f(х) как раз и составится из разложения по косинусам функ-

ции )(1 xf  и разложения по синусам функции )(2 xf . 

Предположим, далее, что функция f(x) задана лишь в промежутке [0; ]. Желая разло-

жить ее в этом промежутке в ряд Фурье (2), дополним  определение нашей функции для зна-

чений х в промежутке [- ;0) по произволу, но с сохранением кусочной дифференцируемо-

сти, а затем применим сказанное в п.7. Этот произвол дает возможность получить различные 

тригонометрические ряды. 

1-й случай: Определим функцию в промежутке [- ;0) так, чтобы получить для f(х) раз-

ложение только по косинусам 

 Пусть для 0<х<  

                                           f(-x)=f(x),                                         (18) 

так, что в результате получится четная функция в промежутке [- : ] к тому же имеющая 

даже период 2 ;. Ее разложение будет содержать одни косинусы, коэффициенты вычисля-

ются по формулам (16), куда входят значения лишь первоначальной заданной функции f(x)  

2-ой случай. Аналогично, или дополнить определение функции условием для (0<х< ) 

                             f(-x)=-f(x),                                                             (19) 

так, чтобы она оказалась нечетной (черт. 4), то в ее разложении будут участвовать 

только члены с синусами. Коэффициенты определяются по формулам (18).   
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Таким образом, заданную в промежутке [0; ] функцию при соблюдения извест-

ных условий оказывается возможным разлагать как в ряд по косинусам, так и в ряд по 

синусам. 

Однако особого исследования требуют точки х=0 и х= . Здесь оба разложения ведут 

себя по-разному. Предположим, что заданная функция f(х) непрерывна при х=0 и х= , и 

рассмотрим сначала разложение по косинусам. Условие (19) сохраняет непрерывность при 

х=0, так что ряд (15) при х=0 будет сходиться именно к f(0). Далее f(- +0)=f( -0)=f( ), 

значит и при х=  имеет место аналогичное обстоятельство. 

Иначе обстоит дело с разложением по синусам. 

 Заметим, если не вдаваться в соображения относительно нарушения непрерывности 

условием (20), то в точках х=0 и х=  сумма ряда (17) будет 0. Поэтому она может дать нам 

значения f(0) и f( ) лишь в том случае, если и эти значения равны нулю. 

Для функции f(х) заданной в промежутке [0;1] (1>0) имеют место разложения в ряд по        

косинусам   
1

0 cos
2 n

n
l

xn
a

a
   ,        синусам         

1

sin
n

n
l

xn
b         и с коэффициентами     

l

n dx
l

xn
xf

l
a

0

cos)(
2

              (n=0,1,2,…)           (20) 

       или 

                               

l

n dx
l

xn
xf

l
b

0

sin)(
2

               (n=1,2,3,…)          (21) 

 

Разложение функций в ряды Фурье 

Функции, которые ниже приводятся в виде примеров, как правило, относятся к классу 

дифференцируемых или кусочно-дифференцируемых. Поэтому самая возможность их раз-

ложения в ряд Фурье - вне сомнения, и мы останавливаться на этом вопросе не будем. 

Пример 1. Разложить функцию xy cos  

Эта функция имеет период . Функция непрерывна на отрезке 2;2 . 
2

0

2

0

2

0

12cos12cos
2

14
2coscos

4

2
coscos

2

2
dxxnxnnxdxxdx

xn
xan

 

14

14

14

2
1

2

12

2
12sin

12

2
12sin2

2

1

2 nnn

n

n

n n
n

; 
14

14
2

1

n
a

n

n , 40a . 

Так как функция непрерывна на основном промежутке 2;2  и периодична, при-

мем 22 ff , то для всех значений х справедливо равенство 

1
2

1

2cos
14

142
cos

n

n

nx
n

x  

Полагая 2x , получим: 
1

2 14

1

2

1

n n
 

Пример 2. Разложить в ряд Фурье на отрезке x  функцию, имеющую период 

2 . 

2x

x

xf  
при

при
 

,0

,0

x

x
 

Функция непрерывна на ; .  



124 

 

Вычислим коэффициенты Фурье. 

0 0

2

3
0

220

0
6

5

3232

111 xx
dx

x
dxxdxxfa  

 

2

0

20
113

coscos
1

cos
1

n
nxdx

x
nxdxxxdxnxfa

n

n  

 

32

0

20
112

sinsin
1

sin
1

n
nxdx

x
nxdxxnxdxfxb

n

n  

Следовательно, разложение нашей функции в ряд Фурье имеет вид: 

1
322

12sin
12

4
cos

113

12

5

n

n

xn
n

nx
n

xf . 

Полагая в этом разложении x , получим: 
1

2
1

113

12

5

n

n
n

n
 

Пример 3. Разложить в ряд по косинусам функцию у=х на [0; ]. 

Продолжим функцию, заданную на отрезке [0; ] четным образом на отрезок [- ; ], 

затем с отрезка [- ; ] продолжим периодически с периодом 2 . Для полученной функции 

имеем:  

0nb  ...3,2,1n , 11
2

cos
2

2

0

n

n
n

nxdxxa  

Другими словами: 
,

4

,0

2

0

n

a  

если

если

n

n

нечётное

чётное,

,...2,1n  

Вычислим 0a : 
0

0

2
xdxa  

Следовательно, разложение функции xy  на отрезке ;0  по косинусам имеет вид:  

1
2

12cos
12

4

2 n

xn
n

x  

Пример 4. Разложить в ряды по синусам функцию xy  на промежутке ;0 . 

Продолжим функцию xy , заданную на промежутке ;0  нечетным образом на про-

межуток 0; . Затем с промежутка ;  продолжаем периодически с периодом 2 . 

Для полученной функции имеем: 

0na ,...1,0n , 
1

0

1
2

1
2

sin
2 nn

n
nn

xdxxb  

Следовательно, разложение функции xy  в промежутке ;0  по синусам имеет вид: 

xn
n

x
n

n

1

1
sin

2
1
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3. Практические  занятия 

 
3.1  Практическое занятие №1-2 (4 ч.) 

 

Тема: Функция. Способы задания. Классификация функций. Числовая последовательность 

Предел числовой последовательности. 

 

 

3.1.1 Задание для работы: 

1.Способы задания функций. График функции. Его преобразования. 

2.Классификация функций. 

3.Числовая последовательность. Предел числовой последовательности. Свойства сходящих-

ся последовательностей. 

 
3.1.2  Краткое описание проводимого занятия: 
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1.Способы задания функций. График функции. Его преобразования. 

1. Табличный способ наиболее широко распространен (таблицы логарифмов, квадратных 

корней), основное его достоинство – возможность получения числового значения функции, 

недостатки заключаются в том, что таблица может быть трудно читаема и иногда не содер-

жит промежуточных значений аргумента. 

Например: 

  Аргумент х принимает заданные в таблице значения, а у определяется соответственно этому 

аргументу х. 

 2. Графический способ заключается в проведении линии (графика), у которой абсциссы 

изображают значения аргумента, а ординаты – соответствующие значения функции. Часто 

для наглядности масштабы на осях принимают раз-

ными. 

Например: для нахождения по графику у, которому 

соответствует х =  2,5 необходимо провести пер-

пендикуляр к оси х на отметке 2,5. Отметку можно 

довольно точно сделать с помощью линейки. Тогда 

найдем, что при х = 2,5 уравно 7,5, однако если нам 

необходимо найти значение у при х равном 2,76, то 

графический способ задания функции не будет дос-

таточно точным, т.к. линейка не дает возможности 

для столь точного замера. 

Достоинства этого способа зада-

ния функций заключаются в легкости и целостно-

сти восприятия, в непрерывности изменения аргу-

мента; недостатком является уменьшение степени 

точности и сложность получения точных значений. 

 3. Аналитический способ состоит в задании функции одной или несколькими формулами. 

Основным достоинством этого способа является высокая точность определения функции от 

интересующего аргумента, а недостатком является затрата времени на проведение дополни-

тельных математических операций. 

Например: 

Функцию можно задать с помощью математической формулы y=x
2
, тогда если х равно 2, 

то у равно 4, возводим х в квадрат. 

 4. Словесный способ состоит в задании функции обычным языком, т.е. словами. При этом 

необходимо дать входные, выходные значения и соответствие между ними. 

Например: 

Словесно можно задать функцию (задачу), принимающуюся в виде натурального аргумен-

та х с соответствующим значением суммы цифр, из которых состоит значение у. Поясняем: 

если х равно 4, то у равно 4, а если х равно 358, то у равен сумме 3 + 5 + 8, т. е 16. Далее ана-

логично. 

5. Рекурсивный способ состоит в задании функции через саму себя, при этом значения 

функции определяются через другие ее же значения. Такой способ задания функции исполь-

зуется в задании множеств и рядов. 

Например: 

При разложении числа Эйлера задается функцией:   

 

x 1 2 3 4 

y 1 4 9 16 

https://www.calc.ru/Yege-Formuly-Shpargalki-Stepeni-I-Logarifmy.html
https://www.calc.ru/Kvadratniy-Koren.html
https://www.calc.ru/Kvadratniy-Koren.html
https://www.calc.ru/Funktsiya.html
https://www.calc.ru/Yege-Formuly-Shpargalki-Analiticheskaya-Geometriya-Pryamaya-.html
https://www.calc.ru/Funktsiya.html
https://www.calc.ru/103.html
https://www.calc.ru/Funktsiya.html
https://www.calc.ru/Funktsiya.html
https://www.calc.ru/Funktsiya.html
https://www.calc.ru/Mnozhestvo-Chisel-Naturalniy-Ryad.html
https://www.calc.ru/Formula-Eylera.html
https://www.calc.ru/Formula-Eylera.html
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 Ее сокращение приведено ниже:   

 При прямом расчёте возникает бесконечная рекурсия, но можно доказать, что значе-

ние f(n) при возрастании n стремится к единице (поэтому, несмотря на бесконечность ряда, 

значение числа Эйлера конечно). Для приближённого вычисления значения e достаточно ис-

кусственно ограничить глубину рекурсии некоторым наперёд заданным числом и по дости-

жении его использовать вместо f(n) единицу. 

 

2.Классификация функций. 

1.3. Сложные функции 
Пусть даны две функции: у = f(z), определенная на множестве z, и z=g(x), определенная на 

множестве х. Если ; то на множестве Х можно определить функцию, которая каждо-

му поставит в соответствие . Тогда на множестве Х определена функ-

ция . Эта функция называется сложной функцией х или суперпозици-

ей(наложением) функций f и g. 

Областью определения сложной функции является либо вся область определения 

функции z=g(x), либо та ее часть, в которой определены значения z, не выходящие из облас-

ти определения f(z). Например, пусть . Функция определена на всей 

числовой оси, функция также определена на всей числовой оси. Суперпозиция этих 

функций является сложной функцией х , определенной на всей числовой оси. 

При рассмотрении сложных функций следует иметь в виду области определения составляю-

щих функций. Например, из функций и нельзя образовывать сложную 

функцию, так как функция y=arcсosz определена для , а функция , т.е. 

не принадлежит этому отрезку. 

Можно рассматривать суперпозиции не только двух, но и трех, четырех, т.е. любого конеч-

ного числа функций. 

1.4. Обратные функции 

Функция y=f(x) называется обратимой, если она принимает каждое свое значение один раз. 

Пусть f– отображение множества Х на множество Y. Если для любого элемента у из Y суще-

ствует единственный элемент х=g(y), для которого f(x)=y, то отображение f называется обра-

тимым. Отображение, обратное к у, обозначается и называется обратной функцией, а 

функция y=f(x) называется прямой функцией. Например, функция имеет обратную 

функцию , а для функции у = х
3
обратной будет . Не всякая функция имеет об-

ратную. По графику прямой функции у=f(x) достаточно просто определить, имеет ли эта 

функция обратную. Если какая-либо прямая, параллельная оси ОХ, пересекает график пря-

мой функции не более чем в одной точке, то обратная функция существует. Если 

же хотя бы одна из таких прямых пересекает график функции в двух или более точках, то 

обратная функция не существует. Если построить прямую и обратную функции в одной сис-

теме координат, то их графики будут симметричны относительно прямой - биссектрисы 

I и III координатных углов.  

 

1.5. Монотонно возрастающие и убывающие функции 
Функция f(x) называется возрастающей на множестве Х, если для произволь-

ных при выполняется неравенство , т.е. большему значению 

аргумента соответствует большее значение функции. Например, , - возраста-

ют. Функция f(x) называется убывающей, если, наоборот, большему значению аргумента 

https://www.calc.ru/Yege-Formuly-Shpargalki-Nekotoryye-Chislovyye-Ryady.html
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соответствует меньшее значение функции: при . Например: , . Возрастаю-

щие и убывающие функции называют строго монотонными. 

1.6. Четные и нечетные функции 

Числовое множество Х называется симметричным, если для произвольного элемент . 

Например, множество целых чисел, действительных чисел, отрезок [-а, а]. Функция f, опре-

деленная на симметричном множестве Х, называется четной, если . 

Например: . График четной функции симметричен относительно оси 

OY. 

Функция f, определенная на симметричном множестве Х, называется нечетной, ес-

ли . Например: График нечет-ной функ-

ции симметричен относительно точки О(0,0) – начала координат. Функция может быть не-

четной, ни нечетной, например: . 

1.7. Периодические функции 

Пусть f определена на множестве Х. Если существует такое, что чис-

ла также принадлежат множеству Х и , то 

функцию f называют периодической с периодом . 

Примеры: 

1) периодическая с периодом где ; 

2) периодическая с периодом где ; 

3) дробная часть числа: - периодическая, . 

Установление факта периодичности функции существенно облегчает ее изучение и построе-

ние графика: периодическую функцию можно исследовать в пределах одного периода. Для 

построения графика периодической функции с периодом достаточно построить график этой 

функции на интервале , а затем полученный график периодически продолжить. 

Рассмотрим некоторые примеры на установление периодичности функции. 

Пример.  

Существует ли такое ,чтобы для всех действительных х выполня-

лось условие  

Имеем , , это выполняется 

при . Следовательно, такие существуют, функция является 

периодической, наименьший ее положительный период . 

Пример 2. . 

Имеем или - периодическая функция с периодом . 

1.8. Ограниченные и неограниченные функции 

Функция f, определенная на множестве Х, называется ограниченной на множестве , 

если множество ее значений f(x) на множестве ограничено, т.е. существуют постоянные 

m и М такие, что . В противном случае функция называется неограниченной. 

Примеры: 

1) ограничена на всей числовой оси, т.к. ; 

2) функция ограничена снизу, так как ; 

3) функция ограничена на промежутке , но ограничена на промежут-

ке . 
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3.Числовая последовательность. Предел числовой последовательности. Свойства схо-

дящихся последовательностей 

Пример  

Найти предел последовательности  

Решение: нечто похожее на бесконечно убывающую геометрическую прогрессию, но 

она ли это? Для ясности распишем несколько первых членов: 

 
Так как , то речь идёт о сумме членов бесконечно убывающей геометрической 

прогрессии, которая рассчитывается по формуле .  

Оформляем решение:   

Используем формулу суммы бесконечно убывающей геометрической прогрес-

сии: . В данном случае:  – первый член,  – знаменатель прогрессии. 

Главное, совладать с четырёхэтажностью дроби: 

 

Найти предел последовательности  

Решение: сначала полное решение, потом пошаговые комментарии: 

 

Найти предел последовательности  

Решение оформим по той же схеме: 

http://www.mathprofi.ru/goryachie_formuly.pdf
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(1) Используя свойства степеней, вынесем из показателей всё лишнее, оставив там 

только «эн». 

(2) Смотрим, какие показательные последовательности есть в пределе:  и выбира-

ем последовательность с наибольшим основанием: . В целях устранения неопределённо-

сти делим числитель и знаменатель на . 

(3) В числителе и знаменателе проводим почленное деление. Поскольку  является 

бесконечно убывающей геометрической прогрессией , то она стремится к 

нулю. И тем более к нулю стремится константа, делённая на растущую прогрессию: . 

Делаем соответствующие пометки и записываем ответ. 

Найти предел последовательности  

Решение: неопределённость  можно раскрутить двумя способами. Первый путь – 

 через первый замечательный предел, который справедлив, как ни странно, и для последо-

вательностей: 

 

(1) Используем формулу . 

(2) Избавляемся от косинуса, указывая, что он стремится к единице. 

(3) Неопределённость  не устранена, но теперь вместо тангенса у нас синус, и по-

является возможность организовать 1-й замечательный предел. Проводим стандартный ис-

кусственный приём: делим всё выражение на  и, чтобы ничего не изменилось, домно-

жаем на . 

(4) Используем первый замечательный предел , при этом, в качестве 

бесконечно малой величины выступает , которая, понятно, стремится к нулю 

при . 

http://www.mathprofi.ru/goryachie_formuly.pdf
http://www.mathprofi.ru/zamechatelnye_predely.html
http://www.mathprofi.ru/zamechatelnye_predely.pdf
http://www.mathprofi.ru/beskonechno_malye_funkcii_zamechatelnye_ekvivalentnosti.html
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. Заменим бесконечно малую последователь-

ность эквивалентной:  при . В данном случае  

 
 

 

3.1.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные понятия и свойства теории функции  одного действительного 

переменного,  теории пределов последовательностей, классификацию функций; 

- усвоили основные алгоритмы, применяемые при нахождении предела последовательности; 

- выработали навыки по нахождению предела последовательности. 
 

 

3.2  Практическое занятие №3-4 (4 ч.) 

 

Тема: Предел функции в точке и на бесконечности 

 

 

3.2.1 Задание для работы: 

1. Техника вычисления предела функции в точке. 

2. Техника вычисления предела функции на бесконечности. 

3.Бесконечно малые эквивалентные данным. Замечательные пределы 

 
3.2.2  Краткое описание проводимого занятия: 

 

1. Техника вычисления предела функции в точке. 

 

1. Найти пределы функций: 

1а) 
15x4x3

3x5x2
lim

2

2

2x
=(так как функция непрерывна при х=2)= .

11

5

15812

3108  

1б) .
0

0

15x4x3

3x5x2
lim

2

2

3x

Разложим числитель и знаменатель на множители. 

).1x2)(3x()
2

1
x)(3x(23x5x2.

2

1
x,3x

;
4

75

4

24255
x;03x5x2

2
21

2,1
2

).5x3)(3x()
3

5
x)(3x(315x4x3.

3

5
x,3x

;
6

144

6

180164
x;015x4x3

2
21

2,1
2

 

http://www.mathprofi.ru/zamechatelnye_predely.pdf
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Получим .
2

1

)5x3)(3x(

)1x2)(3x(
lim

15x4x3

3x5x2
lim

3x2

2

3x

 

в) 
0

0

4x

x71x
lim

4x

(Домножим числитель и знаменатель на  сумму корней)  

.
3

1

33

2

x71x

2
lim

)x71x)(4x(

)4x(2
lim

)x71x)(4x(

)x7(1x
lim

)x71x)(4x(

)x71x)(x71x(
lim

4x

4x4x

4x

 

г) 

.
6

1

2

1

2

1

3

2

xsin

2

x
sin

x

2

x
sin

lim
3

2

xsinx

2

x
sin2

lim
3

1

0

0

xsinx3

xcos1
lim

0x

2

0x0x
 

Применили следствия из первого замечательного предела. 

 

2. Техника вычисления предела функции на бесконечности. 

1) 
.

3

2

)
x

15

x

4
3(x

)
x

3

x

5
2(x

lim
15x4x3

3x5x2
lim

2

2

2

2

x2

2

x

 

4) ).1(
1x

3x
lim

2x

x

Применим второй замечательный предел. Сделаем замену 

1
z

4
x.

z

4
1x

.0z,x
1x

4
z;z1

1x

3x

. Получим  .e)z1(lim
1x

3x
lim 4

1
z

4

0z

2x

x

 

3.Бесконечно малые эквивалентные данным. Замечательные пределы 

1. Найти предел 

 
На повестке дня неопределённость «ноль на ноль» и ситуация погранична: решение 

можно провести стандартно, но преобразований будет много. С моей точки зрения, здесь 

вполне уместно использовать замечательные эквивалентности: 
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Заменим бесконечно малые функции эквивалентными функциями. При : 

        
2. Найти предел   

 
А вот это уже тяжёлый случай, когда провести решение стандартным образом весьма 

непросто. Используем замечательные эквивалентности: 

 
Заменим бесконечно малые эквивалентными. При : 

       
Получена бесконечность, значит, знаменатель более высокого порядка малости, чем 

числитель. 

3. Найти предел функции, используя эквивалентные бесконечно малые величины и 

другие преобразования 

 
Решаем: 

 

На первом шаге используем замечательные эквивалентности. При :  

 

С синусом всё понятно: .  Представим логарифм в виде 

 и применим эквивалентность . В данном случае  и  

 
Умножим числитель и знаменатель на сопряженное выражение: 

 
4. Найти предел функции с помощью эквивалентных бесконечно малых функций 

 
Перед решением необходимо выполнить предварительные преобразования. 

В числителе вынесем за скобки «минус»:  чтобы в дальнейшем 

воспользоваться эквивалентностью . 
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В знаменателе проведём искусственное преобразование , 

чтобы далее применить эквивалентность . Кстати, запомните это трюк с лога-

рифмом, он используется и в других задачах математического анализа. 

Начнём оформлять решение: 

 

В числителе используем замечательную эквивалентность . В данном слу-

чае .Важнейшим моментом является тот факт, что при «икс», стремящемся к  ну-

лю, . 

В знаменателе  тоже бесконечно малая величина, именно поэтому можно при-

менить эквивалентность , где  при . 

 
После замены проведена пара технических действий – вынесение «минуса» в знамена-

теле и сокращение минусов. Неопределённость 0:0 никуда не делась, и есть надобность вос-

пользоваться бесконечно малыми эквивалентными функциями ещё раз. Если , 

то :       

5. Найти предел функции  

 

В данном примере «икс» стремится к бесконечности, и . Иными сло-

вами, функция  бесконечно мал А в точке . Чтобы раскрыть неопределён-

ность  целесообразно использовать теорию эквивалентных бесконечно малых величин. 

Поскольку , то применима замечательная эквивалентность : 

 
 

3.2.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные понятия и свойства теории теории пределов функции, классификацию 

функций; 

- усвоили основные алгоритмы, применяемые при нахождении предела функции в точке и на 

бесконечности; 

- выработали навыки по нахождению предела функции с использованием  замечательных 

пределов и таблицы бесконечно малых, эквивалентных данным.  
 

 
3.3  Практическое занятие №5-6 (4 ч.) 

 

Тема: Непрерывность функции в точке и на множестве. Классификация точек разрыва  

 

3.3.1 Задание для работы: 
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1.Классификация точек разрыва.  Исследование функции на непрерывность 

 

3.3.2  Краткое описание проводимого занятия: 

 

1.Классификация точек разрыва. Исследование функции на непрерывность 

 

1. Найти точки разрыва функции, построить график этой функции: 

3xприx

3x1при)x1(

1xприx1

)x(f 2 . 

Решение 

Функция непрерывна в интервалах (- , 1), (1, 3), (3,+ ). Проверим функцию на непрерыв-

ность в точках х0=1 и 3. Воспользуемся определением непрерывности функции f(x) в точке х0 

)x(f)x(flim)x(flim 0
0xx0xx 00

. 

1) х0=1 

.011)1(f

;0)x1(lim)x(flim

;0)x1(lim)x(flim

2

1x01x

1x01x

 

Следовательно функция непрерывна в точке х0=1. 

2) х0=3. 

.4)31()3(f

;3xlim)x(flim

;4)x1(lim)x(flim

2

3x03x

2

3x03x
 

Следовательно функция разрывна в точке х0=3. 

 

Сделаем чертеж 

2 1 0 1 2 3 4 5 6

2

1

1

2

3

4

5

6

7

 
2. Найти точки разрыва функции, построить график этой функции 

3xприx6x

3x0приx

0xприxcos

)x(f

2

. 

 

Решение 

Функция непрерывна в интервалах (- , 0), (0, 3), (3,+ ). Проверим функцию на непрерыв-

ность в точках х0=0 и 3. Воспользуемся определением непрерывности функции f(x) в точке х0 

)x(f)x(flim)x(flim 0
0xx0xx 00

. 
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1) х0=0 

.0)0(f

;0xlim)x(flim

;10cosxcoslim)x(flim

0x00x

0x00x

 

Следовательно функция разрывна в точке х0=0. 

2) х0=3. 

.9363)3(f

;9189)x6x(lim)x(flim

;3xlim)x(flim

2

2

3x03x

3x03x

 

Следовательно функция разрывна в точке х0=3. 

Сделаем чертеж 

6 5 4 3 2 1 0 1 2 3 4 5 6
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3. Найти точки разрыва функции, Построить график этой функции 

3xпри10x6x

3x0приx2

0xприxcos2

)x(f

2

. 

 

Решение 

Функция непрерывна в интервалах (- , 0), (0, 3), (3,+ ). Проверим функцию на непрерыв-

ность в точках х0=0 и 3. Воспользуемся определением непрерывности функции f(x) в точке х0 

)x(f)x(flim)x(flim 0
0xx0xx 00

. 

 

1) х0=0 

.20cos2)0(f

;2)x2(lim)x(flim

;20cos2xcos2lim)x(flim

0x00x

0x00x

 

Следовательно функция непрерывна в точке х0=0. 

2) х0=0. 

.110363)3(f

;110189)10x6x(lim)x(flim

;1)x2(lim)x(flim

2

2

3x03x

3x03x

 

Следовательно функция разрывна в точке х0=3. 
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Сделаем чертеж 

 

6 5 4 3 2 1 0 1 2 3 4 5 6

2

1

1

2

3
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5

6

7

8

9

10

 
 

4. Найти точки разрыва функции, построить график этой функции 

4
xпри3x

4
x0при1tgx2

0xприx21

)x(f
. 

 

Решение 

Функция непрерывна в интервалах (- , 0), (0, /4), ( /4,+ ). Проверим функцию на непре-

рывность в точках х0=0 и /4. Воспользуемся определением непрерывности функции f(x) в 

точке х0 

)x(f)x(flim)x(flim 0
0xx0xx 00

. 

1) х0=0 

.1)0(f)x(f

;1)1tgx2(lim)x(flim

;1)x21(lim)x(flim

0

0x00x

0x00x

 

Следовательно функция непрерывна в точке х0=0. 

2) х0= /4. 

.3
4

)
4
(f)x(f

;3
4

)3x(lim)x(flim

;3)1tgx2(lim)x(flim

0

4
x0

4
x

4
x0

4
x

 

Следовательно функция разрывна в точке х0=3. 

Сделаем чертеж 
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3 2 1 0 1 2 3 4
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3.3.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные понятия и свойства теории непрерывности функции  одного 

действительного переменного,  классификацию точек разрыва; 

- усвоили основные алгоритмы, применяемые при нахождении и классификации точек 

разрыва; 

- выработали навыки по исследованию функции на непрерывность. 
 

3.4  Практическое занятие №7-9 (6 ч.) 

 

Тема: Производная функции в точке, правила дифференцирования 

 

3.4.1 Задание для работы: 

 

1.Производная функции в точке. Ее геометрический и физический смысл. Правила диффе-

ренцирования. 

2.Дифференцирование сложной, обратной функции. 

3. Логарифмическая производная. Дифференцирование неявной функции. 

 

3.4.2  Краткое описание проводимого занятия: 

 

1.Производная функции в точке. Ее геометрический и физический смысл. Правила 

дифференцирования. 

1. Составить уравнения касательной и нормали к параболе у=х
2
-3х+5, проведенной в точке 

М(2, 3). Найти угол, образованный касательной с осью абсцисс. 

Решение 

Уравнение касательной к кривой y=f(x) в точке M(x0;y0) имеет вид  y-y0=f (x0) (x-x0). 

Уравнение нормали к кривой y=f(x) в точке M(x0;y0) имеет вид   y-y0=
)x('f

1

0

(x-x0). 

Известно х0=2, у0=3. Найдем производную у =2х-3. Тогда при х=2 f (x0)=f (2)=4-3=1. 

y-3=1 (x-2); у=х+1–уравнение касательной. 

у-3=-1 (х-2); у=-х+5–уравнение нормали. 

Производная функции в данной точке численно равна угловому коэффициенту каса-

тельной, поэтому  tg  =1  =45 . 

Сделаем чертеж. Для этого перепишем уравнение параболы в виде 

у=х
2
-2 1,5х+1,5

2
-1,5

2
+5, или у=(х-1,5)

2
+2,75; у-2,75=(х-1,5)

2
. Следовательно, вершина 

параболы лежит в точке (1,5; 2,75) 
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3 2 1 0 1 2 3

1
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3

4

5

6

 

2. Составить уравнения касательной и нормали к гиперболе 1
8

y

9

x 22

, проведенной в 

точке М(-9;-8). 

Решение 

Уравнение касательной к кривой y=f(x) в точке M(x0;y0) имеет вид   y-y0=f (x0) (x-x0). 

Уравнение касательной к кривой y=f(x) в точке M(x0;y0) имеет вид   y-y0=
)x('f

1

0

(x-

x0). 

Найдем f (x0), используя производную неявной функции. Дифференцируем равенство 

для функции по х. 

.
y9

x8
)x('f'y,

9

x

8

'yy
,0

8

'yy2

9

x2
 Подставляя координаты точки М, полу-

чим .1
)8(9

)9(8
)9('f)x('f 0  Следовательно 

у+8=1 (х+9), или у=х+1–уравнение касательной; 

у+8=-1 (х+9), или у=-х-17–уравнение нормали. 

Сделаем чертеж, учитывая, что полуоси гиперболы а=3, .8,28b  

10 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6
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Ответ: у=х+1–уравнение касательной;   у=-х-17–уравнение нормали. 

 

 

2.Дифференцирование сложной, обратной функции. 

Найти производные данных функций в произвольной точке: 

а) 
x

x
y

5sin1

cos1 2

 

Воспользуемся правилами и формулами нахождения производной: 

х 

 

у 

М 

М 

х 

у 
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- производная частного 2-х функций 
2

)(
v

vuvu

v

u
 

- производная сложной функции )())(()))((( xuxufxuf  

-формулами 
1)(sin)(coscos)(sin nn xnxxxxx  

 

2

2

2

222

5sin1

5cos5cos15sin1sincos2

5sin1

5sin1cos15sin1cos1
)

5sin1

cos1
(

x

xxxxx

x

xxxx

x

x
y

 

б) xarctgxxy 32arcsin  

 

Воспользуемся правилами и формулам нахождения производной: 

- производная сложной функции )())(()))((( xuxufxuf  

- производная суммы 2-х функций  vuvu  

- производная произведения 2-х функций  vuvuvu  

- формулами  
22 1

1

1

1
arcsin

x
arctgx

x
x  

22 91

3

41

2

2arcsin32arcsin2arcsin32arcsin

xx

x

xxarctgxxxxxarctgxx

 

в) xtgxy x 25 32sin
 

Воспользуемся правилами и формулам нахождения производной: 

- производная сложной функции )())(()))((( xuxufxuf  

-производная суммы 2-х функций  vuvu  

- производная произведения 2-х функций  vuvuvu  

- формулами  aаа хx ln)(  ; 
x

tgx
2cos

1
; xx cossin ; 

1xx  

x

x

x

xtg
xxtgxу xx

2cos

2

3

2
2cos25ln525

2

3

3 2

2sin32sin
; 

Найти производные 
dx

dy
 функций, заданных в явном виде. 

а) .
x

2
x3

x

7
x2y

5

23  

Предварительно запишем функцию в виде, удобном для дифференцирования 

у=2x
3/2

-7x
-1

+3x
2
-2x

-5
, тогда у =3x

1/2
+7x

-2
+6х+10x

-6
=   .

x

10
х6

x

7
x3

62
. 

Ответ: .
x

10
х6

x

7
x3'у

62
 

б) у=e
-x

tg(7x
6
). 
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y =( e
-x

)  tg(7x
6
)+ e

-x
( tg(7x

6
)) =   = )'x7(

)x7(cos

1
e)x7(tg)'x(e 6

62

x6x  

.
)x7(cos

ex42
)x7(tge

62

x5
6x

 

Ответ: .
)x7(cos

ex42
)x7(tge'y

62

x5
6x  

в) y=arctg
2
(5x) ln(x-4). 

y =(arctg
2
(5x)) ln(x-4)+ arctg

2
(5x) ( ln(x-4)) =2arctg(5x) ( arctg(5x))  ln(x-

4)+arctg
2
(5x)

4х

1
(x-4)  

4x

)x5(arctg
)4xln()'x5(

)x5(1

1
)x5(arctg2

2

2
 

.
4x

)x5(arctg

x251

)4xln()x5(arctg10 2

2
 

Ответ: .
4x

)x5(arctg

x251

)4xln()x5(arctg10
'y

2

2
 

 

г)  

xtg

xcos

x
tgx

)4x(
5

3

xtg

)'tgx(xtgx)'x(
)4x(

5

3
'y

.
tgx

x
)4x(

tgx

x
)4x(y

2

2
5/2

2

1
5

3

5

3

5 3

 

.
xsin

xxcosxsin

)4x(5

3

xcosxtg

xxcostgx

)4x(5

3

25 222

2

5

2
 

Ответ: .
xsin

xxcosxsin

)4x(5

3
'y

25 2
 

д) )).ex((cossiny x323
 

))'ex((sin(cos))ex((cossin3'y x32x322  

)'ex())exsin(()excos())ex(cos(cos

))ex((cossin6))'ex(cos()excos(2

))ex(cos(cos))ex((cossin3))'ex((cos

))ex(cos(cos))ex((cossin3

x3x3x3x32

x322x3x3

x32x322x32

x32x322

 

).3xee()exsin(

)excos())ex(cos(cos))ex((cossin6

x3x3x3

x3x32x322
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Ответ: 

).1x3(e)exsin()excos())ex(cos(cos))ex((cossin6'y x3x3x3x32x322  

 

3. Логарифмическая производная. Дифференцирование неявной функции. 

Применим метод логарифмического дифференцирования.  

Прологарифмируем обе части. 

lny=cosx ln(tgx). 

Продифференцируем обе части по х 

).
xsin

1
)tgxln(xsin()tgx('y

);
xsin

1
)tgxln(xsin(y'y

;
xcos

1

tgx

1
xcos)tgxln(xsin

y

'y

xcos

2

 

y=(sinx)
arcsinx

. 
Применим метод логарифмического дифференцирования. Прологарифмируем обе 

части. 

lny=arcsinx lnsinx. 

Продифференцируем обе части по х 

).xarcsinctgx
x1

xsinln
()x(sin'y

);xarcsinctgx
x1

xsinln
(y'y

;xcos
xsin

1
xarcsinxsinln

x1

1

y

'y

2

xarcsin

2

2

 

Ответ: ).xarcsinctgx
x1

xsinln
()x(sin'y

2

xarcsin
 

Дифференцирование неявной функции. 

Найти первую и вторую производные неявной функции и функции, заданной 

параметрически. 

а) y=e
y
+4x.  

Продифференцируем обе части по х 

y'=e
y

y'+4;     y'(1-e
y
)=4;   (*) Отсюда  .

e1

4
'y

y
 

Дифференцируем  равенство (*) по х 

y'' (1-e
y
)+y' (-e

y
) y =0. Отсюда  

y

2y

e1

)'y(e
''y

  

Подставляя вместо у  его выражение, 

получим    .
)e1(

e16
''y

3y

y

 

Ответ:  .
e1

4
'y

y
.

)e1(

e16
''y

3y

y

 

б) 
3 1ty

tx
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Первую и вторую производные найдем по формулам   

3'
t

'
t

"
t

'
t

"
t

2

2
"
x

'
x

)x(

yxxy

dx

yd
y

)t('x

)t('y

dx

dy
y

 

Найдем 

.)1t(
3

1
)')1t((y;t

2

1
)'t(x 3

2

3

1

'
t

2

1

2

1

'
t  

.)1t(
9

2
y;t

4

1
x 3

5

"
t

2

3

"
t

  
Тогда   .

)1t(3

t2

t
2

1

)1t(
3

1

dx

dy

3 2

2

1

3

2

 

3

2

1

3

2

2

3

2

1

3

5

2

2

t
2

1

)1t(
3

1
t

4

1
t

2

1
)1t(

9

2

dx

yd  

.

)1t(9

)3t(2
)1t(3t4

t

t)1t(

36

8

3 5

2

3

2

3

3

5

 

Ответ: .

)1t(3

t2

dx

dy

3 2
.

)1t(9

)3t(2

dx

yd

3 52

2
 

 

3. Найти первую и вторую производные неявной функции и функции, заданной 

параметрически. 

а) 7
x

7
yln . 

Продифференцируем обе части по х :  ;0
x

7
'y

y

1
2

  

Отсюда   .
x

y7
'y

2
 

Дифференцируем последнее равенство по х 

.
x

xy14y49

x

xy14x
x

y7
7

x

xy14x'y7

x

y7
''y

44

2

2

4

2'

x

2
 

Ответ:  .
x

y7
'y

2
.

x

)x27(y7
''y

4
 

б) 

t

1
y

t1x 2

 

Первую и вторую производные найдем по формулам 
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3'
t

'
t

"
t

'
t

"
t

2

2
"
x

'
x

)x(

yxxy

dx

yd
y

)t('x

)t('y

dx

dy
y

 

Найдем 

xt = 2

1

2

22
)t1(t

t1

t
)t2(

t12

1
; .t

t

1
y 2

2

'

t  

.t2y;)t1(
t1)t1(

tt1

t1

t1

t
tt1

x 3"

t
2

3

2

22

22

2

2

2

"

t  

Тогда  .
t

t1

t1

t

t

dx

dy
3

2

2

2

 

.
t

t23

)t1(t

)1)t1(2()t1(t

)t1(t

)t()t1())t1(t(t2

dx

yd
5

2

2

3

23

22

3

22

2

3

23

22

3

22

1

23

2

2

 

Ответ: .
t

t1

dx

dy
3

2

.
t

t23

dx

yd
5

2

2

2

 

 

  

 

3.4.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили понятие производной функции в точке, ее геометрический, физический смысл; 

- усвоили основные алгоритмы, применяемые при нахождении производной функции по 

правилам дифференцирования; 

- выработали навыки по нахождению производной  сложной, обратной, неявной функции в 

точке , применению логарифмической производной. 

 

 

3.5  Практическое занятие №10 (2 ч.) 

 

Тема: Дифференциал функции, его свойства. 

  

3.5.1 Задание для работы: 

 

1. Дифференциал функции в точке, его геометрический смысл. 

2. Правила вычисления дифференциалов.  

3. Приближенные вычисления с помощью дифференциалов. 

 

3.5.2  Краткое описание проводимого занятия: 

 

1. Дифференциал функции в точке, его геометрический смысл.  

 

Дифференцируемость функции в точке, связь с непрерывностью. 

Определение. Функция  называется дифференцируемой в точке , если её 

приращение  в этой точке можно представить в виде 
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 (1) 

где А – некоторое число, не зависящее от , а  - функция аргумента , яв-

ляющаяся бесконечно малой при . 

Установим связь между дифференцируемостью функции в точке и существованием 

производной в этой же точке. 

Теорема1. Для того чтобы функция  была дифференцируема в необходимо и 

достаточно, чтобы она имела в этой точке конечную производную. 

Таким образом, для функции одной переменной дифференцируемость и существование 

производной – понятия равносильные. Поэтому операцию нахождения производной часто 

называют дифференцированием. 

Установим связь между понятием дифференцируемости и непрерывности. 

Теорема2. Если функция  дифференцируема в точке , то она непрерывна в 

этой точке. 

Замечание. Обратное утверждение неверно. Функция может быть непрерывной в точ-

ке, но не быть дифференцируемой, т. е. не иметь производной в этой точке. 

Например, функция  непрерывна в точке , но производной в этой точке не 

имеет. Действительно, . 

Если функция  имеет производную в каждой точке некоторого промежутка, то бу-

дем говорить, что функция дифференцируема на данном промежутке. 

2. Дифференциальная функции, его геометрический смысл. 

Рассмотрим понятие дифференциала функции, которое тесно связано с понятием про-

изводной. Термин дифференциал происходит от латинского слова differentia, означающе-

го разность. Этот термин был введен Лейбницем. Обозначается буквой d. 

Пусть функция , дифференцируема в точке , т. е. , 

где . Слагаемое  является при  бесконечно малой одного порядка 

с , оно линейного относительно ) 

Слагаемое  при  бесконечно малое более высокого порядка, чем 

. 

Таким образом, первое слагаемое  является главной частью приращения 

функции . 

Определение. Дифференциалом функции  в точке  называется главная, ли-

нейная относительно , часть приращения функции в этой точке: 

 (2) 

Учитывая, что  (на основании теоремы: Для того чтобы функция 

 была дифференцируема в точке , необходимо и достаточно, чтобы она имела в этой точке 

конечную производную), формулу (2) можно записать в виде 

 (3) 
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Пусть . Тогда по формуле (3) 

. 

Дифференциалом независимой переменной  назовем приращение этой перемен-

ной . Тогда формула (3) примет вид 

 (4) 

Заметим, что с помощью равенства (4) производную  можно вычислить как от-

ношение дифференциала функции к дифференциалу независимой переменной, т. 

е. . (5) 

Таким образом, если функция имеет производную в любой точке , 

то (5) и  (6) 

Геометрический смысл дифферен-

циала. 

Пусть точка  на графике функ-

ции соответствует значению аргу-

мента , точка , прямая  - 

сательная к графику функции  в ка-

точке ,  - угол между касательной и 

осью , приращение функции  равно 

личине отрезка . Из прямоугольного ве-

треугольника  получаем 

, 

т. е. дифференциал функции равен ве-

личине отрезка , причем, как видно из рисунка величины отрезков  и различны. 

Таким образом, дифференциал функции  геометрически представляет собой 

приращение ординаты касательной к графику функции в точке с абсциссой  при переходе 

от точки касания в точку с абсциссой (в то время как приращение функции  изображает-

ся приращением ординаты самой кривой , на этом же участке). 

Если  - время, а координата точки на прямой, в момент , то дифференци-

ал  равен этому изменению координаты, которое получила бы точка за время 

, если бы скорость точки на отрезке времени  была постоянной и равной . 

Изменение скорости на этом отрезке приводит к тому, что, вообще говоря, . Однако 

на малых промежутках времени  изменение скорости незначительно и . 

(механический смысл дифференциала). 

 

2. Правила вычисления дифференциалов.  

Свойства дифференциала, инвариантность его формы. 

Задача нахождения дифференциала функции равносильна нахождению производной. 

Следовательно, большинство теорем и формул, относящихся к производным, сохраняет свою 

силу и для дифференциала. 

1. . 
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2. . 

3. . 

4. . 

Пример. Найти дифференциал функции . . 

Найдем дифференциал сложной функции. Пусть , где , т. 

е. . Тогда по правилу дифференцирования сложной функции , 

или . Но , следовательно . 

Если сравнить эту формулу с формулой , то можно видеть, что форма 

дифференциала не зависит от того, является аргументом функцией независимой переменной 

или функцией от независимой переменной. 

Это свойство дифференциала называется инвариантностью формы дифференциала. 

Пример. . Найти : 

 или . 

4. Дифференциал высших порядков. 
Дифференциалы высших порядков определяются по аналогии с производными. Второй 

дифференциал  есть дифференциал от первого дифференциала, т. е. ; и во-

обще, . 

Найдем выражение для дифференциалов высших порядков от функции , счи-

тая, что её аргумент  - независимая переменная: 

или . 

Здесь при дифференцировании по выступает в роли постоянной величины. 

Аналогично  и вообще , (7), т. е. дифференциал поряд-

ка  равен производной того же порядка, умноженной на -ю степень дифференциала аргу-

мента. Отсюда (8). Эта формула является обобщением формулы  и мо-

жет служить удобным обозначением для производных высших порядков. 

 

3.Приближенные вычисления с помощью дифференциалов. 

Вычислить приближенно с помощью дифференциала, сохраняя два знака после запятой. 

а) 3 2 1x5x2y  при х=1,04. 

Воспользуемся приближенным равенством 

f(x0+ x) f(x0)+dy=f(x0)+ f (x0)∙ x 

Положим ,)1x5x2(1x5x2)x(f 3

1

23 2
x0+ x=1,04; x0=1. Тогда 

f (x)= )5x4()1x5x2(
3

1
3

2

2 , f(x0)= f(1)=2,   f (x0)= f (1)=
4

3

12

9
98

3

1
3

2

, 

x=1,04-1=0,04.  Получим f(x0+ x) 2+3/4∙0,04=2,03. 

 

б) cos61  

Возьмем f(x)=cosx, x0+ x=61 ; x0=60 . Тогда f (x)=-sin(x), f(x0)= f(60 )=cos60 =0,5,  
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f (x0)= f (60 )=-sin60 =- .866,0
2

3

   
x=61 -60 =1 =

180
0,017. 

Получим cos61 0,5-0,866∙0,017=0,48. 

 

в) 3x3x4y  при х=0,85. 

Воспользуемся приближенным равенством  f(x0+ x) f(x0)+dy=f(x0)+ f (x0)∙ x 

Положим ,)x3x4(x3x4)x(f 2

1

33
x0+ x=0,85; x0=1. Тогда 

f (x)= )x94()x3x4(
2

1 22

1

3
, f(x0)= f(1)=1, f (x0)=f (1)= .5,2)5(1

2

1
,  

x=0,85-1=-0,15.  Получим f(x0+ x)=f(0,85) 1-2,5∙(-0,15)=1,37. 

 

г) sin27  

Возьмем f(x)=sinx, x0+ x=27 ; x0=30 . Тогда 

f (x)=cos(x), f(x0)= f(30 )=sin30 =0,5, f (x0)= f (30 )=cos30 = .866,0
2

3
 

x=27 -30 =-3 =-3
180

-0,052. 

Получим sin27 0,5-0,866∙0,052=0,45. 

 

3.5.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили понятие производной  неявной функции, дифференциала функции в точке, его 

геометрический смысл; 

- усвоили основные алгоритмы, применяемые при нахождении производной неявной функции 

функции, дифференциала функции в точке; 

- выработали навыки по нахождению производной  неявной функции,  дифференциала 

функции в точке, его применению к приближенным вычислениям. 

 

 

3.6  Практическое занятие №11-13 ( 6 ч.) 

 

Тема: Исследование функции методами дифференциального исчисления 

 

3.6.1 Задание для работы: 

 

1. Исследование функции на экстремумы. Исследование формы кривой. Исследование функ-

ции на монотонность. Асимптоты функции.  Полное исследование функции и построение 

схемы ее графика. 

 

 

3.6.2  Краткое описание проводимого занятия: 

 

1. Исследование функции на экстремумы. Исследование формы кривой. Исследование 

функции на монотонность.  Асимптоты функции.  Полное исследование функции и по-

строение схемы ее графика 
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Провести полное исследование функции и построить ее график 

а) .
x

4x
y

2

3

 

Решение 

1)Область определения функции х (- ,0)  (0,+ ).Функция непрерывна в области 

определения, х=0–точка разрыва. Найдем односторонние пределы 

.
x

4x
lim,.

x

4x
lim

2

3

00x2

3

00x
 

Следовательно, х=0–вертикальная асимптота. 

2) )x(y
x

x4
.

)x(

4)x(
)x(y

2

3

2

3

. Следовательно, функция общего вида. 

3) Точек пересечения с осью Оу нет. 

Точка пересечения с осью Ох определяется из уравнения х
3
+4=0; х= 59,143 , т. е. 

точка пересечения с осью Ох-( 3 4 ; 0) 

 у 

                       -                    +                           + 

 

  3 4                            0 

В интервале (- ; 3 4 ) у<0; в интервале ( 3 4 ; 0) у>0; в интервале (0;+ ) у>0; 

4)Исследуем функцию на возрастание, убывание, точки экстремума. 

.
x

8x

x

x2)4x(xx3
'y

3

3

4

322

 

y =0 при х=2, у  не существует при х=0. 

 

 у  

 

  +  -   + 

   0  2 

Таким образом 

(- ,) у >0, функция возрастает;   (0,2) у 0, функция убывает.  

(2,+ ) у >0, функция возрастает. 

В точке х=2 функция имеет минимум ymin=12/4=3. 

5)Исследуем функцию на выпуклость, вогнутость, точки перегиба 

.
x

24

x

x3)8x(xx3
"y

46

2332

 

у  в ноль не обращается, у  не существует при х=0. 

 

 у  

 

   +  + 

 

    0 

(- ,0) у >0, функция вогнута; 

 (0,+ ) у 0, функция вогнута. 

Точек перегиба нет (так как при х=0 функция не определена). 

6) Найдем наклонную асимптоту. 

x 

х 
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0
x

4
lim)x

x

4x
(lim)kxy(limb

;1)
x

4
1(lim

x

4x
lim

x

y
limk

2x2

3

xx

3x3

3

xx

 

Следовательно, у=х–наклонная асимптота. 

7) Сделаем чертеж 

5 4 3 2 1 0 1 2 3 4 5

5

4

3

2

1

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

 

б) .
1x

x
y

2  

Решение 

1)Область определения функции х (- ,-1) (-1,1) (1, ).Функция непрерывна в об-

ласти определения, х=-1 и х=1–точки разрыва. Найдем односторонние пределы 

..
1x

x
lim,.

1x

x
lim,.

1x

x
lim,.

1x

x
lim

201x201x201x201x  
Следовательно х=-1 и х=1–вертикальные асимптоты. 

2) )x(y
1x

x
.

1)x(

x
)x(y

22
.  

Следовательно функция нечетная. 

3) Точка пересечения с осями (0,0). 

 

            

                    -               +              -                + 

 

                        -1           0             1 

В интервале (- ;-1) у<0; 

В интервале (-1;0) у>0; 

В интервале (0;1) у<0; 

В интервале (1;+ ) у>0; 

4)Исследуем функцию на возрастание, убывание, точки экстремума. 

.
)1x(

1x

)1x(

x2x1x
'y

22

2

22

2

 

y <0 во всей области определения. 

 у  

 

  -   -    - 

   -1  0  1 

Таким образом 

х 

у 

y 

x 
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(- ,-1) у 0, функция убывает; (-1,1) у 0, функция убывает; (1,+ ) у 0, функция убывает. 

Экстремумов нет. 

5)Исследуем функцию на выпуклость, вогнутость, точки перегиба 

.
)1x(

)3x(x
2)2x21x(

)1x(

)1x(x2

)1x(

x2)1x(2)1x()1x(x2
"y

32

2
22

42

2

42

2222

 

у =0 при х=0, у  не существует при х= 1. 

 

 у  

 

     -  +            -                + 

 

           -1         0    1 

(- ,-1) у 0, функция выпукла;  

(-1, 0) у 0, функция вогнута; 

(0, 1) у 0, функция выпукла; 

(1,+ ) у 0, функция вогнута. 

При х=0 имеем точку перегиба упер=у(0)=0. 

6) Так как 
1x

x
lim

2x
=0, то у=0–горизонтальная асимптота (частный случай наклон-

ной). 

Найдем несколько дополнительных точек и сделаем чертеж 

x 0,9 1,1 2 4 

f(x) -4,74 5,24 0,67 0,27 

 

5 4 3 2 1 0 1 2 3 4 5

6

5

4

3

2

1

1

2

3

4

5

6

 
 

 

в) .
x3

x
y

2

3

 

Решение 

1)Область определения функции х (- ,- 3 ) (- 3 , 3 ) ( 3 , ).Функция непре-

рывна в области определения, х=- 3  и х= 3 –точки разрыва. Найдем односторонние преде-

лы 

..
x3

x
lim,.

x3

x
lim,.

x3

x
lim,.

x3

x
lim

2

3

03x
2

3

03x
2

3

03x
2

3

03x
 

Следовательно х=- 3  и х= 3 –вертикальные асимптоты. 

х 

х 

у 
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2) )x(y
x3

x
.

)x(3

)x(
)x(y

2

3

2

3

.  

Следовательно функция нечетная. 

3) Точка пересечения с осями (0,0). 

 у 

                    +             -                +                   - 

 

                      - 3            0         3  

В интервале (- ;- 3 ) у>0;  в интервале (- 3 ;0) у<0; в интервале (0; 3 ) у>0; 

В интервале ( 3 ;+ ) у<0; 

4)Исследуем функцию на возрастание, убывание, точки экстремума. 

.
)x3(

)x9(x

)x3(

)x2(x)x3(x3
'y

22

22

22

322

 

y =0 при х=0, 3, у  не существует при х= 3 1,7. 

 

 у  

 

        -  +     +      +        +            - 

    -3   - 3         0           3     3 

Таким образом 

(- ,-3) у 0, функция убывает;  (-3,- 3 ) у >0, функция возрастает; 

(- 3 ,0) у >0, функция возрастает;  (0, 3 ) у >0, функция возрастает; 

( 3 ,3) у >0, функция возрастает;  (3,+ ) у 0, функция убывает. 

В точке х=-3 функция имеет минимум ymin=4,5. 

В точке х=3 функция имеет максимум ymax=-4,5. 

5)Исследуем функцию на выпуклость, вогнутость, точки перегиба 

.
)x3(

)9x(x
6]x2x18)x3)(x29[(

)x3(

)x3(x2

)x3(

x2)x3(2)xx9()x3)(x4x18(
"y

32

2
4222

42

2

42

242223

 

у =0 при х=0, у  не существует при х= 3 . 

 

 у  

 

            +  -              +                     - 

 

           -1         0    1 

(- ,-1) у 0, функция вогнута;   (-1, 0) у 0, функция выпукла; 

(0, 1) у 0, функция вогнута;  (1,+ ) у 0, функция выпукла. 

При х=0 имеем точку перегиба упер=у(0)=0. 

6) Найдем наклонную асимптоту. 

0
x3

x3
limx

x3

x
lim)kxy(limb;1

x3

x
lim

x

y
limk

2x2

3

xx2

2

xx
 

Таким образом у=-х–наклонная асимптота. 

7) Сделаем чертеж 

x 

х 
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3.6.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили необходимое, достаточное условие существования экстремума, точки перегиба, 

теорему о монотонности дифференцируемой функции, теорему о форме кривой, достаточное 

условие существования асимптоты; 

- усвоили основные алгоритмы, применяемые при исследовании функции методами 

дифференциального исчисления; 

 

3.7  Практическое занятие №14 (2 ч.) 

 

Тема: Задачи на экстремум и правила Лопиталя 

 

3.7.1 Задание для работы: 

 

1. Изопараметрические задачи 

2. правила Лопиталя 

 

3.7.2  Краткое описание проводимого занятия: 

 

 

1. Изопараметрические задачи 

 

1. Требуется изготовить из жести ведро цилиндрической формы без крышки данного объема 

V. Каковы должны быть высота ведра и радиус его дна, чтобы на его изготовление ушло 

наименьшее количество жести? 

Решение 

Обозначим: 

h-высота ведра; 

r-радиус дна. 

Сделаем чертеж 

 

По условию  

V= r
2

h  (1) 

Полная поверхность  

S=Sосн+Sбок= r
2
+2 rh  (2) 

Выразим h из уравнения (1) 

h=V/ r
2
 

и подставим в (2). Получим 

х 

у 

2r 

h 
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S= r
2
+ .

r

V2
 

Таким образом, получили функцию от r. Исследуем эту функцию при 

r (0, ).

.

;

;0
2

2

3

3

2

V
r

Vr

r

V
r

dr

dS

 Так как ),,0(rпри0
r

V4
2

dr

Sd

32

2
то функция имеет в 

данной точке минимум. При этом )(33
2

2

3
2

22
r

V

V

V

V

V

r

V
h .Таким образом, 

у ведра оптимальных размеров h=r= .
V

3  

2. Найти наименьшее и наибольшее значения функции на отрезке ]4;1[
4

4
2x

xy  

Решение 

1. Находим производную 

.
x

8
1'y

3
 

2. Находим критические точки 

Производная равна нулю 

]4;1[2x

8x

.0
x

8
1

3

3

 

Производная не существует при х=0 [1;4] 

3. Находим значения функции в точках х=1, х=2, х=4. 

у(1)=4-1-4=-1;  у(2)=4-2-1=1;  у(4)=4-4-1/4=-0,25. 

4. Выбираем наименьшее и наибольшее значения 

унаим=у(1)=-1,  унаиб=у(2)=1. 

 

Ответ:  унаим=у(1)=-1, унаиб=у(2)=1. 

 

3.Окно имеет форму прямоугольника, завершенного полукругом. Периметр окна равен а. 

При каких размерах сторон прямоугольника окно будет пропускать наибольшее количество 

света? 

Решение 

Сделаем чертеж 

 

 

 

 

           h  2r 
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Для того, чтобы окно пропускало наибольшее количество света, нужно сделать площадь 

окна максимальной. Выразим площадь окна через h и r. 

S=2 h r+ r
2
/2 

По условию известен периметр 

P=2h+2r+ r=a 

Отсюда 

h=
2

2rra
 

Подставляя в выражение для площади, получим 

S=(a- r-2r) r+ r
2
/2=ar-2r

2
- r

2
/2=ar-(2+ /2)r

2
=ar- .

2

r)4( 2

 

Исследуем эту функцию при r [0,
2

а
]. (При больших значениях r получим h<0). 

.
4

a
r

;0r)4(a
dr

dS

 

Вычислим значения S в точках r=0, 
4

a
,
2

a

   
S(0)=0; 

S(
4

a
)=a

4

a
-

2
22

2

2

a07,0
)4(2

a
)

2

1
1(

)4(

a

)4(

a

2

)4(
. 

S(
2

a
)=a

2

2

2

2

2

2

2

059,0
)2(2

)424(
)2(2)2(2

4

2
a

aaaa
 

Таким образом наибольшее значение площади получится при r=
4

a
, при этом 

h=
4

a
)

4

2
1(

2

a

2

r)2(a
. Таким образом ширина оптимального окна (2r) в два 

раза больше высоты. 

 

 

 

2. Правила Лопиталя. 

1. Вычислить предел по правилу Лопиталя   

Предел можно предварительно упростить, избавившись от косинуса, однако проявим 

уважение к условию и сразу продифференцируем числитель и знаменатель: 

 
В самом процессе нахождения производных нет чего-то нестандартного, так, в знаме-

нателе использовано обычное правило дифференцирования произведения . 

 

2. Вычислить предел, используя правило Лопиталя   

http://www.mathprofi.ru/tablica_proizvodnyh.pdf
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Напрашивается применение замечательной эквивалентности, но путь жёстко предопре-

делён по условию: 

 

3. Вычислить предел, используя правило Лопиталя  

 

Интересно, что первоначальная неопределённость  после первого дифференцирова-

ния превратилась в неопределённость , и правило Лопиталя применяется дальше. Также 

заметьте, как после каждого «подхода» устраняется четырёхэтажная дробь, а константы вы-

носятся за знак предела. В более простых примерах константы удобнее не выносить, но ко-

гда предел сложный, упрощаем всё-всё-всё. Коварство решённого примера состоит ещё и в 

том, что при , а . 

4. Вычислить предел функции, используя правило Лопиталя  

На первом шаге приводим выражение к общему знаменателю, трансформируя тем са-

мым неопределённость  в неопределённость . А затем применяем правило Лопиталя: 

 

Неопределённость   тоже не сопротивляется превращению в  или : 

5. Вычислить предел функции с помощью правила Лопиталя   

Предел здесь односторонний, графика «классического» логарифма не существует слева 

от оси , таким образом, мы можем приближаться к нулю только справа. 

Правила Лопиталя для односторонних пределов работают, но сначала необходимо ра-

зобраться с неопределённостью  . На первом шаге делаем дробь трёхэтажной, получая 

http://www.mathprofi.ru/beskonechno_malye_funkcii_zamechatelnye_ekvivalentnosti.html
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неопределённость , далее решение идёт по шаблонной схеме: 

 
После дифференцирования числителя и знаменателя избавляемся от четырёхэтажной 

дроби, чтобы провести упрощения. В результате нарисовалась неопределённость . За-

тем  снова делаем дробь трёхэтажной и к полученной неопределённости  применяем 

правило Лопиталя ещё раз: 

 

6. Вычислить предел функции с помощью правила Лопиталя   

Для устранения неопределённости  используем основное логарифмическое тождест-

во: . В данном случае :  

На предпоследнем шаге, согласно известному школьному свойству, «сносим» синус из 

степени за пределы логарифма, получая произведение . На последнем шаге переме-

щаем значок предела в показатель (поскольку экспоненциальная функция непрерывна, да и 

предел относится, прежде всего, к верхнему этажу). 

Чтобы не мельчить, вычислим предел показателя отдельно:  

С неопределённостью  разбираемся уже знакомым способом – делаем дробь 

трёхэтажной, получая неопределённость , к которой применимо правило Лопиталя: 

 
Применим правило Лопиталя, как этого требует условие задачи: 

 
Не торопитесь, предел не равен нулю! Мы вычислили только предел показателя. В 

конце решения главное не забыть про экспоненту.  Окончательно:  

 
В ряде случаев после использование основного логарифмического тождества удаётся 

миновать неопределённость : 

http://www.mathprofi.ru/goryachie_formuly.pdf
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7. Вычислить предел по правилу Лопиталя  

Очередной папуас  тоже сдаётся перед формулой . В данном слу-

чае :   

В результате сразу получена неопределённость , что облегчает задачу. Предел пока-

зателя для удобства вычислим отдельно: 

 

В итоге:    

 

3.7.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные алгоритмы решения оптимизационных задач; 

- освоили основные алгоритмы применения правил Лопиталя; 

- выработали навыки по раскрытию неопределенностей. 

 

 

3.8  Практическое занятие №15-16 (4 ч.) 

 

Тема: Функция многих переменных, ее дифференцирование. Дифференциал функции двух 

переменных 

 

3.8.1 Задание для работы: 

 

1.ОДЗ функции двух переменных. Частные и полное приращение функции двух переменных. 

2.Частные производные функции двух переменных, ее дифференциал первого порядка.  

Дифференцируемость сложно заданных функций. 

3. Дифференциал функции двух переменных, приближенные вычисления 

 

3.8.2  Краткое описание проводимого занятия: 

 

1.ОДЗ функции двух переменных. Частные и полное приращение функции двух пере-

менных. 

Найти область определения функции: 

1) 0),ln( 222 RRyxz
   2)

22 44 yxz  

3)
2222 161log yxyxz  

Дана функция z=f(x,y) и точка М0(х0,у0). С помощью дифференциала вычислить 

приближенное значение функции в данной точке. Оценить относительную погрешность 

вычисления. 

z=x
2
+y

2
-2х+2у,      M0(1,08;1,94). 

Решение 

Найдем частные производные и дифференциал в любой точке 
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dy)2y2(dx)2x2(dz

2y2
y

z
;2x2

x

z

 

Вычислим его в точке М(1,2) при приращениях 

dx= x=1,08-1=0,08; dy= y=1,94-2=-0,06.   dz=0∙0,08+6∙(-0,06)=-0,36. 

Найдем z(M)=z(1,2)=1+4-2+4=7. 

Тогда .64,636,07dz)M(z)M(zz 0  

Вычислим точное значение функции z в точке М0 z=1,08
2
+1,94

2
-2 1,08+2 1,94=6,65. 

Найдем относительную погрешность 

%15,0%100
65,6

|64,665,6|
%100

z

zz
 

Ответ: Приближенное значение .64,6z   Относительная погрешность %.15,0  

3. Дана функция z=f(x,y) и точка М0(х0,у0). С помощью дифференциала вычислить 

приближенное знчение функции в данной точке. Оценить относительную погрешность 

вычисления. 

z=2xy+3y
2
-5x,      M0(3,04;3,95). 

Решение 

Найдем частные производные и дифференциал в любой точке 

dy)y6x2(dx)5y2(dz

y6x2
y

z
5y2

x

z

 

Вычислим его в точке М(3,4) при приращениях 

dx= x=3,04-3=0,04; dy= y=3,95-4=-0,05.  dz=(2∙4-5)∙0,04+(2∙3+6∙4)∙(-0,05)=-1,38. 

Найдем z(M)=2∙3 4+3∙4
2
-5 3=57. 

Тогда .62,5538,157dz)M(z)M(zz 0  

Вычислим точное значение функции z в точке М0  z=2∙3,04 3,95+3∙3,95
2
-5 3,04=55,624. 

Найдем относительную погрешность 

%007,0%100
624,55

62,55624,55
%100

z

zz
 

Ответ: Приближенное значение .62,55z  Относительная погрешность %.007,0  
 

2.Частные производные функции двух переменных, ее дифференциал первого порядка. 

Дифференцируемость сложно заданных функций. 

 

1. Дана функция z=ln(3x
2
+2y

3
). Найдите .

xy

z
;
yx

z
;

y

z
;

x

z
;
y

z
;
x

z 22

2

2

2

2

 Убедитесь, что 

.
xy

z

yx

z 22

 

Решение 

Найдем частные производные 
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;
)у2х3(

)x3у2(6

)у2х3(

x6x6)у2х3(6

у2х3

х6

x

z

;
у2х3

у6
)у2х3(

у2х3

1

y

z
;

у2х3

х6
)у2х3(

у2х3

1

x

z

232

23

232

32
'

x

322

2

32

'

у

32

3232

'

x

32

32

 

;
)у2х3(

)у4x3(6

)у2х3(

у6у6)у2х3(6

у2х3

у6

у

z
232

32

232

32
'

у

322

2

 

;
)у2х3(

xу36

)у2х3(

у6х6)у2х3(0

у2х3

х6

ух

z
232232

32
'

у

32

2

 

;
)у2х3(

xу36

)у2х3(

х6у6)у2х3(0

у2х3

у6

ху

z
232232

32
'

х

32

2

 

Следовательно, .
xy

z

yx

z 22

 

2. Дана функция z=ln(x
2
+y

2
). Найдите .

xy

z
;
yx

z
;

y

z
;

x

z
;
y

z
;
x

z 22

2

2

2

2

 

Убедитесь, что .
xy

z

yx

z 22

 

3.Дана функция 522 )yx(

y
z . Показать, что .0)

yx

z
,

y

z
,

x

z
,
y

z
,
x

z
,z,y,x(F

2

2

2

2

2

 

.
y

z

y

z

y

1

x

z

x

1
F

2
 

Решение 

Найдем частные производные 

.
)yx(

y9x

)yx(

)y2()yx(5y)yx(1

y

z

;
)yx(

xy10

)yx(

x2)yx(5y)yx(0

x

z

622

22

1022

422522

6221022

422522

 

Тогда 

.0
)yx(y

)yx(y9xy10

)yx(y

y

)yx(

y9x

y

1

)yx(

yx10

x

1
F

622

22222

5222622

22

622

. 

Что и требовалось доказать. 

4. Дана функция z= )xyarcsin(
x3

y2

.      Показать, что .0)
yx

z
,

y

z
,

x

z
,
y

z
,
x

z
,z,y,x(F

2

2

2

2

2

 

.y
y

z
xy

x

z
xF 22

 

Решение: Найдем частные производные 
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.0y
yx1

yx

3

y2

yx1

yx

3

y
y)

yx1

x

x3

y2
(xy)

yx1

y

x3

y
(xF

.
yx1

x

x3

y2
)xy(

)xy(1

1

x3

y2

y

z

,
yx1

y

x3

y
)xy(

)xy(1

1

x3

y

x

z

2

22

2

2

22

22
2

22222

2
2

22

'

y
2

222

2
'

x
22

2

 

Что и требовалось доказать. 

 

 3. Дифференциал функции двух переменных, приближенные вычисления 

При исследовании вопросов, связанных с дифференцируемостью, ограничимся случаем 

функции трех переменных, поскольку все доказательства для большего количества перемен-

ных проводятся так же. 

Полным приращением функции U = F(X, Y, Z) называется 

 
Теорема 1. Если частные производные 

 
Существуют в точке (Х0 , у0 , Z0) и в некоторой ее окрестности и непрерывны в точке 

(X0 , Y0 , Z0) , то 

 
Где α, β, γ – бесконечно малые, зависящие от DХ, DУ, DZ. 

Доказательство. 

Представим полное приращение ΔU в виде: 

 
Где каждая разность представляет собой частное приращение функции только по одной 

из переменных. Из условия теоремы следует, что к этим разностям можно применить теоре-

му Лагранжа. При этом получим: 

 
Так как по условию теоремы частные производные непрерывны в точке (Х0 , у0 , Z0), 

можно представить их в виде: 

 
Теорема доказана. 

Можно показать, что 

 
Где 
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Действительно, α, β и γ – бесконечно малые при  а 

 
Ограниченные (т. к. их модули не превышают 1). 

Тогда приращение функции, удовлетворяющей условиям теоремы 1, можно предста-

вить в виде: 

 
Если приращение функции U = F (X, Y, Z) в точке (X0 , Y0 , Z0) можно представить в 

виде 

 
то функция называется Дифференцируемой в этой точке, а выражение 

 
Главной линейной частью приращения или полным дифференциалом рассматриваемой 

функции. 

Обозначения: Du, Df (X0 , Y0 , Z0). 

Так же, как в случае функции одной переменной, дифференциалами независимых пе-

ременных считаются их произвольные приращения, поэтому 

 
Замечание 1. Итак, утверждение «функция дифференцируема» не равнозначно утвер-

ждению «функция имеет частные производные» - для дифференцируемости требуется еще и 

непрерывность этих производных в рассматриваемой точке. 

Замечание 2. Если в последней формуле считать 

 
Частными дифференциалами данной функции (как функции одного из аргументов), то 

можно сказать, что полный дифференциал равен сумме частных дифференциалов: 

 
 

По аналогии с линеаризацией функции одной переменной можно при приближенном 

вычислении значений функции нескольких переменных, дифференцируемой в некоторой 

точке, заменять ее приращение дифференциалом. Таким образом, можно находить прибли-

женное значение функции нескольких (например, двух) переменных по формуле: 

 
Где 

 
Пример. 

Вычислить приближенное значение 

 
Рассмотрим функцию 
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И выберем Х0 =1, у0 = 2. Тогда ΔХ = 1,02 – 1 = 0,02; ΔУ = 1,97 – 2 = -0,03. Найдем 

 
Следовательно, учитывая, что F (1, 2) = 3, получим: 

 
 

3.8.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные понятия теории функции многих переменных, предел и непрерыв-

ность функции многих переменных ; 

- усвоили основные алгоритмы, применяемые нахождении частных приращений и про-

изводных; 

- выработали навыки по нахождению частных производных сложно заданных функций, 

полного дифференциала функции многих переменных; 

- усвоили алгоритм применения дифференциала функции двух переменных к прибли-

женным вычислениям 

 

 

 

 

3.9  Практическое занятие №17-20 (8 ч.) 

 

Тема: Экстремум функции дух переменных. Производная функции по направлению 

 

3.9.1 Задание для работы: 

1. Экстремум функции дух переменных. Критерий Сильвестра. Наибольшее и наименьшее 

значении функции двух переменных на области. 

2. Производная функции по направлению.  Градиент скалярного поля, его свойства. 

 

3.9.2  Краткое описание проводимого занятия: 

 

1. Экстремум функции дух переменных. Критерий Сильвестра. Наибольшее и наи-

меньшее значении функции двух переменных на области. 

1.Найти наименьшее и наибольшее значения функции z=f(x,y) в замкнутой области D, 

заданной системой неравенств. Сделать чертеж. 

z=x
2
+y

2
-9xy+27,  0 x 3, 0 y 3. 

Решение 

 

Найдем стационарные точки функции, лежащие внутри области D. 

0y

0x

0x9y2

0y9x2

0
y

z

0
x

z

 

Точка O(0;0) принадлежит границе области D. 

Исследуем значения функции на границе области. 

1) Отрезок OA. Его уравнение х=0, 0 у 3. Подставим х=0 в функцию 

B A 

x 
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z=у
2
+27. z =2y=0. y=0. Найдем значения функции при у=0, у=3. 

z1=z(0)=z(O)=27. 

z2=z(3)=z(A)=36. 

2) Отрезок AВ. Его уравнение у=3, 0 х 3 

z=х
2
-27х+36. z =2х-27=0,х=27/2  [0,3]. Найдем значения в точке х=3 (при х=0 

получится точка А, в которой значение посчитано). 

z3=z(3)=z(B)=9-81+36=-36. 

3) Отрезок BС. Его уравнение х=3, 0 у 3. Подставим х=3 в функцию 

z=у
2
-27y+36. z =2y-27=0,y=27/2  [0,3].Найдем значение функции при у=0. 

z4=z(0)=z(C)=36 

4) Отрезок OC. Его уравнение у=0, 0 х 3 

z=х
2
+27. z =2х=0,х=0.Значения в точках О и С посчитаны. 

Среди найденных значений выберем наименьшее и наибольшее 

Ответ: zнаим=z(3,3)=-36. 

zнаиб=z(0,3)=z(3,0)=36. 

 

2. Найти наименьшее и наибольшее значения функции z=f(x,y) в замкнутой области D, 

заданной системой неравенств. Сделать чертеж. 

z=x
2
+2y

2
+1,   x 0, y 0,x+y 1. 

Решение 

Сделаем чертеж 

 

0 0.5 1

0.5

1

 
Найдем стационарные точки функции, лежащие внутри области D. 

0y

0x

0y4

0x2

0
y

z

0
x

z

 

Внутри области стационарных точек нет (найденная точка лежит на границе). 

Исследуем значения функции на границе области. 

5) Отрезок OВ. Его уравнение у=0, 0 х 1. Подставим у=0 в функцию 

z=x
2
+1. z =2x=0,x=0. Найдем значения функции при х=0,x=1. 

z1=z(0)=z(O)=1. 

z2=z(1)=z(B)=2. 

6) . Отрезок OA. Его уравнение x=0, 0 y 1. Подставим x=0 в функцию 

z=2y
2
+1. z =4y=0,y=0. Найдем значения функции при y=1 (при у=0 получается точка О, 

в которой значение уже посчитано). 

z3=z(1)=z(A)=3. 

7) Отрезок АВ. Его уравнение х+у=1 или y=1-x, 0 х 1. Подставим 

z=x
2
+2(1-x)

2
+1=3x

2
-4x+3, z =6x-4=0, x=2/3. Вычислим z при этом значении х (при х=0 и 

х=1 получатся точки А и В). 

z4=z(2/3)=3 4/9-4 2/3+3=5/3 

O 

A 

B 

D 
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Среди найденных значений выберем наименьшее и наибольшее 

Ответ: zнаим=z(0,0)=1. 

zнаиб=z(0,1)=3. 

3. Найти наименьшее и наибольшее значения функции z=f(x,y) в замкнутой области D, 

заданной системой неравенств. Сделать чертеж. 

z=3-2x
2
-xy-y

2
,   x 1, y 0,y x. 

Решение 

Сделаем чертеж 

 

0 1 2

1

2

 
Найдем стационарные точки функции, лежащие внутри области D. 

0y

0x

0y2x

0yx4

0
y

z

0
x

z

 

Внутри области стационарных точек нет (найденная точка лежит на границе). 

Исследуем значения функции на границе области. 

8) Отрезок OВ. Его уравнение у=0, 0 х 1. Подставим у=0 в функцию 

z=3-2x
2
. z =-4x=0,x=0. Найдем значения функции при х=0,x=1. 

z1=z(0)=z(O)=3. 

z2=z(1)=z(B)=1. 

9) . Отрезок AB. Его уравнение x=1, 0 y 1. Подставим x=1 в функцию 

z=1-y-y
2
. z =-1-2y=0,y=-½ [0,1]. Найдем значения функции при y=1 (при у=0 

получается точка B, в которой значение уже посчитано). 

z3=z(1)=z(A)=-1. 

10) Отрезок OА. Его уравнение у=x , 0 х 1. Подставим 

z=3-2x
2
-x

2
-x

2
=3-4x

2
, z =-8x=0, x=0.При х=0 и х=1 получатся точки О и В, в которых 

значения посчитаны. 

Среди найденных значений выберем наименьшее и наибольшее 

Ответ: zнаим=z(1,1)=-1, zнаиб=z(0,0)=3. 

 

2. Производная функции по направлению. Градиент скалярного поля, его свойства. 

1. Даны функция z=f(x,y), точка А(х0,у0) и вектор ).а,а(а ух Найти: 

1)gradz в точке А; 

2)производную в точке А по направлению вектора а . 

z=x
2
+xy+y

2
),  A(1,1),  а (2,-1). 

Решение 

1) Градиент функции найдем по формуле .j
y

z
i
x

z
zgrad  

O 

A 

B 
D 

x 

y 
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Найдем частные производные .y2x
y

z
;yx2

x

z
 

Вычислим их в точке А(1,1) .3
y

z
;3

x

z

00

 

Таким образом .j3i3zgrad  

2)Производную в точке А по направлению вектора а  найдем по формуле 

.cos
y

z
cos
x

z

a

z
 

Найдем направляющие косинусы 

.
5

1

14

1

aa

a
cos;

5

2

14

2

aa

a
cos

2
y

2
x

y

2
y

2
x

x
 

Таким образом  .
5

53

5

3

5

1
3

5

2
3

a

z  

Ответ:  .j3i3zgrad
  .

5

53

a

z
 

 

2. Даны функция z=f(x,y), точка А(х0,у0) и вектор ).а,а(а ух Найти: 

1)gradz в точке А; 

2)производную в точке А по направлению вектора а . 

z=2x
2
+3xy+y

2
,  A(2,1),  а (3,-4). 

Решение 

1) Градиент функции найдем по формуле  .j
y

z
i
x

z
zgrad  

Найдем частные производные  y2x3
y

z
;y3x4

x

z
 

Вычислим их в точке А(2,1)   .81223
y

z
;111324

x

z

00

 

Таким образом   .j8i11zgrad  

Производную в точке А по направлению вектора а  найдем по формуле 

.coscos
y

z

x

z

a

z
 

Найдем направляющие косинусы 

5

4

169

4

aa

a
cos;

5

3

169

3

aa

a
cos

2

y

2

x

y

2

y

2

x

x  

Таким образом  .
5

1

5

4
8

5

3
11

a

z
 

Ответ: 

.j8i11zgrad
  .

5

1

a

z
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3. Даны функция z=f(x,y), точка А(х0,у0) и вектор ).,( ух ааа Найти: 

1)gradz в точке А; 

2)производную в точке А по направлению вектора а . 

z=ln(5x
2
+3y

2
),  A(1,1),  а (3,2). 

Решение 

1) Градиент функции найдем по формуле  .j
y

z
i
x

z
zgrad  

Найдем частные производные  
2222 y3x5

y6

y

z
;

y3x5

x10

x

z
 

Вычислим их в точке А(1,1) 

.
4

3

8

6

y

z
;

4

5

8

10

x

z

00

 

Таким образом .j
4

3
i

4

5
zgrad  

Производную в точке А по направлению вектора а  найдем по формуле 

.coscos
y

z

x

z

a

z
 

Найдем направляющие косинусы 

13

2

49

2

aa

a
cos;

13

3

49

3

aa

a
cos

2

y

2

x

y

2

y

2

x

x
 

Таким образом  .
134

21

13

2

4

3

13

3

4

5

a

z
 

Ответ:  .j
4

3
i

4

5
zgrad

   
.

134

21

a

z
 

 

4. Даны функция z=f(x,y), точка М0(х0,у0) и вектор .jyixs Найти градиент функции и 

производную по направлению вектора а  в точке М0. 

z=-5x
2
+xy+2y

2
-x+4y+1; M0(2; 1); jis . 

Решение 

 Градиент функции найдем по формуле   .j
y

z
i
x

z
zgrad  

Найдем частные производные 

4y4x
y

z
;1yx10

x

z
 

Вычислим их в точке М0 (2,1) 

.10442
y

z
;201120

x

z

00

 

Таким образом .j10i20zgrad  

Производную в точке А по направлению вектора а  найдем по формуле 

.cos
y

z
cos
x

z

a

z
 

Найдем направляющие косинусы 
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2

1

11

1

aa

a
cos;

2

1

11

1

aa

a
cos

2
y

2
x

y

222
y

2
x

x
 

Таким образом 

.25
2

10

2

1
10

2

1
20

a

z
 

Ответ: .j10i20zgrad
 

 

 

3.8.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили теорему, выражающую достаточный признак существования экстремума функции 

двух переменных, основные понятия и свойства теории скалярного поля; 

- усвоили основные алгоритмы, применяемые нахождении экстремума функции двух 

переменных, производной скалярного поля по направлению; 

- выработали навыки по градиента скалярного поля, направляющих косинусов. 

 

3.9  Практическое занятие №21-23 (6 ч.) 

 

Тема: Неопределенный интеграл. Основные методы интегрирования 

 

3.9.1 Задание для работы: 

1. Первообразная функции, неопределенный интеграл. Свойства неопределенного интеграла, 

метод непосредственного интегрирования. Метод подстановки. 

2. Метод интегрирования «по частям». 

3. Интегрирование рациональных дробей. 

 

3.9.2  Краткое описание проводимого занятия: 

 

1. Первообразная функции, неопределенный интеграл. Свойства неопределенного ин-

теграла, метод непосредственного интегрирования. Метод подстановки. 

1. Найдите неопределенные интегралы. 

 3)dxx(2x
35

 

Решение: 

.Cx3x
4

3

3

x

Cx3
1

3
1

x

15

x
2dx3dxxdxx23)dxx(2x

3
46

1
3

1
15

3
1

535

 

Ответ: .Cx3
4

xx3

3

x
3)dxx(2x

36
35

 

 dx
x

xln
6

 

Решение: 

Применим замену переменной. 
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.C
7

xln
C

7

t
dtt

dt
x

dx

txln

dx

x

xln 77
6

6

 

Ответ: .C
7

xln
dx

x

xln 7
6

 

 dx

84xx

1x

2
 

Решение: 

Выделим в подкоренном выражении полный квадрат. 

.I3I
4t

dt
3

4t

tdt
dt

4t

3t

2tx

dtdx

t2x

dx
4)2x(

1x
dx

84)2x(

1x
dx

84xx

1x

21
222

222

 

1) .4tz

2
1

z

2

1
dzz

2

1

z

dz

2

1

dz
2

1
tdt

dztdt2

z4t

4t

tdt
I 2

2
1

2
1

2

2
1

 

2) ).4ttln(
4t

dt
I 2

2
2

 

Таким образом  

.C)8x4x2xln(38x4x

C)4)2x(2xln(34)2x(

C)4ttln(34tdx

84xx

1x

22

22

22

2

 

Ответ: .C)8x4x2xln(38x4xdx

84xx

1x
22

2
 

 

2. Найдите неопределенные интегралы. 

 dx

x

2х53x

3 2

2

 

Решение: 
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.С168х105х36
28

х

Cx6
4

x15

7

x9
C

1
3
2

x
2

1
3
1

x
5

1
3
4

x
3

dxx2dxx5dxx3dx

x

2

x

x5

x

x3
dx

x

)2x5(3x

2
3

3
13

4
3
71

3
21

3
11

3
4

3
2

3
1

3
4

3
2

3
2

3
2

2

3 2

2

 

Ответ: .С168х105х36
28

х
dx

x

)2x5(3x 2
3

3 2

2

 

b) dx
х1

х

3

2

 

Решение: 

Применим замену переменной. 

.C|х1|ln
3

1
C|t|ln

3

1

t

dt

3

1

dt
3

1
dxx

dtdxx3

tx1

dx
х1

х 3

2

2

3

3

2

 

Ответ: .C|х1|ln
3

1
dx

х1

х 3

3

2

 

dx

10x6x

43x

2
 

Решение: 

Выделим в подкоренном выражении полный квадрат. 

.I13I3
1t

dt
13

1t

tdt
3dt

1t

13t3

3tx

dtdx

t3x

dx
1)3x(

4x3
dx

109)3x(

4x3
dx

106xx

43x

21
222

222

 

1) .1tz

2
1

z

2

1
dzz

2

1

z

dz

2

1

dz
2

1
tdt

dztdt2

z1t

1t

tdt
I 2

2
1

2
1

2

2
1  

2) ).1ttln(

1t

dt
I 2

2
2  

Таким образом  



171 

 

.C)10x6x3xln(1310x6x3

C)1)3x(3xln(131)3x(3

C)1ttln(131t3dx

106xx

43x

22

22

22

2

 

Ответ: .C)10x6x3xln(1310x6x3dx

106xx

43x 22

2
 

d) dx
х

хх5x1 33

 

Решение: 

.Схх
11

30
хх

7

2
х2

C
11

x30

7

x2
x2C

1
6
5

x
5

1
2
5

x

1
2
1

x

dxx5dxxdxxdx
x

x5

x

x

x

1
dx

х

)хx5x(1

6 53

6
11

2
7

2
1

1
6
51

2
51

2
1

6
5

2
5

2
1

2
1

3
4

2
1

3

2
1

33

 

Ответ: .Схх
11

30
хх

7

2
х2dx

х

)хx5x(1 6 53
33

 

 dx
x1

xarctg
2

5

 

Решение: 

Применим замену переменной. 

.C
6

xarctg
C

6

t
dtt

dt
x1

dx

txarctg

dx
x1

xarctg 66
5

2

2

5

 

Ответ: .C
6

xarctg
dx

x1

xarctg 6

2

5

 

 

 dx
3x4x

23x
2  

Решение: 

Преобразуем знаменатель, выделив полный квадрат. 

12x322x22x3x4x
22222

 

.I8I3
1t

dt
8

1t

tdt
3dt

1t

8t3

2tx

dtdx

t2x

dx
12x

2x3
dx
3x4x

23x

21222

22
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1) 

.|3x4x|ln
2

1

12xln
2

1
|1t|ln

2

1
|z|ln

2

1

z

dz

2

1

dz
2

1
tdt

dztdt2

z1t

1t

tdt
I

2

22

2

21

 

2) .
1x

x3
ln
2

1

)2x1

)2x1
ln
2

1

t1

t1
ln
2

1

t1

t1
ln
12

1

t1

dt

1t

dt
I

2222
 

Таким образом  

.C
1x

x3
ln4|3x4x|ln

2

3
dx
3x4x

23x 2

2
 

Ответ: .C
1x

x3
ln4|3x4x|ln

2

3
dx
3x4x

23x 2

2

 
 

2. Метод интегрирования «по частям». 

Найдите интеграл: 

a) xdx
3

2
xcos  

Решение: 

Применим формулу интегрирования по частям. 

.vduuvudv  

C.x
3

2
cos

4

9

3

2
sin

2

3

3

2
sin

2

3

3

2
sin

2

3

.
3

2
sin

2

3

3
2

3

2
sin

xdx
3

2
cosvdx;du

xdx;
3

2
cos;

xdx
3

2
xcos

xxxdxxx

x

x

dvxu

 

Ответ: C.x
3

2
cos

4

9
x

3

2
sinx

2

3
xdx

3

2
xcos

 

xdx
5

4
xsin  

Решение: 

Применим формулу интегрирования по частям. 

.vduuvudv  

.x
5

4
cos
4

5

5
4

x
5

4
cos

xdx
5

4
sinvdx;du

xdx;
5

4
sindv;xu

xdx
5

4
xsin  

C.x
5

4
sin

16

25
x
5

4
cosx

4

5
xdx
5

4
cos

4

5
x
5

4
cosx

4

5
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Ответ: C.x
5

4
sin

16

25
x
5

4
cosх

4

5
xdx
5

4
xsin  

 

3. Интегрирование рациональных дробей. 

dx

4)1)(x-(x

27x

2
 

Решение: 

Разложим подынтегральную дробь на простейшие дроби. 

4x

CBx
1x

1x

A
4x

)4x)(1x(

2x7
2

2

2
  

Приравнивая числители, получим 

 

7x-2=A(x
2
+4)+(x-1)(Bx+C), приравниваем коэффициенты при одинаковых степенях. 

2CA4

7CB

0BA

1

x

x2

. Складывая все уравнения, получим 5А=5; А=1; В=-А=-1; С=4А+2=6. 

Следовательно .
4x

6x

7x

1

)4x)(1x(

2x7
22

 

.I6II
4x

dx
6

4x

xdx

1x

dx
dx

)4x)(1x(

2x7
321222

 

dx
хx

3х34х
3

2

 

Решение: 

Разложим знаменатель на множители 

х
3
-х=х(х-1)(х+1) 

Разложим подынтегральную дробь на простейшие дроби. 

1x

хx

C

1x

хx

В

x

1x

A

)1x)(1x(х

3х3х4

222

2

 Приравнивая числители, получим 

 

4х
2
+3х-3=A(x

2
-1)+В(x

2
+х)+C(х

2
-х), приравниваем коэффициенты при одинаковых степенях. 

3A

3CB

4СBA

1

x

x 2

. 

Отсюда А=3, В=2, С=-1 

Следовательно 
1x

1

1x

2

x

3

)1x)(1x(х

3х3х4 2

 

.C|1x|ln|1x|ln2|x|ln3
1x

dx

1x

dx
2

x

dx
3dx

)1x)(1x(х

3х3х4 2

 

Ответ: .C|1x|ln|1x|ln2|x|ln3dx
)1x)(1x(х

3х3х4 2
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1))(x1(x

dxх
2

2

 

Решение: 

Разложим подынтегральную дробь на простейшие дроби. 

2

22

2

2

2

2

)1x(

1x

С

1x

1x

B

1x

1х2x

A

)1x)(1x(

x

)1x)(1x(

x
 Приравнивая числители, получим 

x
2
=A(x

2
+2х+1)+В(x

2
-1)+C(х-1), приравниваем коэффициенты при одинаковых степенях. 

0CВA

0CА2

1BA

1

x

x 2

. Складывая все уравнения, получим 4А=1; А=1/4; В=1-А=3/4; С=А-В=-

1/2. 

Следовательно .
)1х(

2/1

1x

4/3

1x

4/1

)1x)(1x(

x
22

2

 

.С
)1x(2

1
|1x|ln

4

3
|1x|ln

4

1

)1x(

dx

2

1

1x

dx

4

3

1x

dx

4

1

)1x)(1x(

dxx
22

2

 

Ответ: С
)1x(2

1
|1x|ln

4

3
|1x|ln

4

1

)1x)(1x(

dxx
2

2

 

 

 

3.9.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные понятия, свойства, теоремы интегрального исчисления функции одной 

действительной переменной; 

- усвоили алгоритмы непосредственного интегрирования, интегрирования методом 

подстановки, методом «по частям»; 

- выработали навыки нахождения интегралов методом непосредственного интегрирования, 

интегрирования методом подстановки, методом «по частям»; 

 

 

 

3.10  Практическое занятие №24-25 (2 ч.) 

 

Тема: Определенный интеграл. Интегрирование непрерывных функций. 

 

3.10.1 Задание для работы: 

 

1. Формула Ньютона - Лейбница.  Непосредственное вычисление определенного интеграла. 

2. Вычисление определенного интеграла методом подстановки. Вычисление определенного 

интеграла методом «по частям». 

 

3.10.2  Краткое описание проводимого занятия: 

 

1. Формула Ньютона - Лейбница.  Непосредственное вычисление определенного инте-

грала. 



175 

 

1. Вычислите определенные интегралы а) 
dx2x6

1

0

3
 

Решение: 

 

.685,1
4

2
2

)2216(
8

1
)28(

8

1

0

1

6
3
4

)2x6(
dx2)(6xdx26x

3

33
4

3
4

1

0

3
4

3
1

1

0

3

 

Ответ: .685,1
4

2
2dx26x

3
1

0

3
 

b) 

1

0
2х

dx

е

2х
 

Решение: 

.632,0e1
0

1
edue

;1uто,1хЕсли;duхdx2

;0uто,0хЕсли;ux
dx

е

2х 1u

1

0

u

21

0

2х

 

Ответ: .632,0e1dx
е

2х 1

1

0

2х
 

Вычислите определенные интегралы. 

c) dx1х4

2

0

 

Решение: 

 

.
3

13

6

26
)127(

6

1
)19(

6

1

0

2

4
2
3

)1x4(
dx1)(4xdx1х4 2

3
2
3

2

0

2
3

2
1

2

0

 

Ответ: .
3

13
dx1х4

2

0  

d) 
4

0

2 2xdxcos  

Решение: 

Воспользуемся тригонометрической формулой )x4cos1(
2

1
x2соs2  

 

.
8

0
4

sin

42

1

0

4
4

x4sin
x

2

1
dx)x4cos1(

2

1
2xdxсоs

4

0

4

0

2  

Ответ: .393,0
8

2xdxсоs
4

0

2
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2. Вычислите определенные интегралы. а) dx15x

2

1  

b) 

e

1

2

dx
x

xln
 

3. Вычислить определенные интегралы: 

а) по формуле Ньютона-Лейбница; 

б) по формуле Симпсона при n=10 с точностью до двух знаков. 

а) 

7

0

2

3

3
dtt3dx

t1x

11x

dx
= Найдем новые пределы интегрирования 

2t7x

1t0x
=

2

1

2

1

2

1

22

dt)
1t

1
1t(3dt

1t

1)1t(
3

1t

dtt3
 

2ln33ln35,1)2ln1
2

1
(3)3ln22(3||)1t|lnt

2

t
(3 2

1

2

716,25,1ln35,1  

Ответ: 716,25,1ln35,1
11x

dx
7

0

3
 

 б)

11

1

3 dx32x

  

Применим приближенную формулу Симпсона 

))ууу(2)y...yy(4yy(
3

h
dx)x(f

b

a

2n421n31n0 

 

где h=(b-a)/n, (n-четное 

число, у нас n=10), yi  значения подынтегральной функции в точках xi=a+ih. 

В нашем случае 1
10

111
h . Заполним таблицу 

i xi yi= 32x3
i

 

0 1 5,74 

1 2 6,32 

2 3 7,68 

3 4 9,80 

4 5 12,53 

5 6 15,75 

6 7 19,36 

7 8 23,32 

8 9 27,59 

9 10 32,12 

10 11 36,92 

Находим: у0+у10=5,74+36,92=42,66. 

у1+у3+у5+у7+у9=6,32+9,80+15,75+23,32+32,12=87,32. 4 87,32=349,28. 

у2+у4+у6+у8=7,68+12,53+19,36+27,59=67,16. 2 67,16=34,32. 

42,17526,526
3

1
)32,13428,34966,42(

3

1
dx32x

11

1

3
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2. Вычисление определенного интеграла методом подстановки. Вычисление опре-

деленного интеграла методом «по частям». 

1. Вычислить определенный интеграл   

  Интегрируем по частям:   

 

 
(1) Записываем решение в соответствии с формулой интегрирования по частям. 

(2) Для произведения применяем формулу Ньютона-Лейбница. Для оставше-

гося интеграла используем свойства линейности, разделяя его на два интеграла.  

 (3) Берем два оставшихся интеграла.  

(4) Применяем формулу Ньютона-Лейбница для двух найденных первообразных. 

2.  

На первом этапе я нахожу неопределенный интеграл:  

Интегрируем по частям: 

 

 

Первообразная функция найдена. Константу  в данном случае добавлять не имеет смысла. 

На втором этапе я провожу проверку (обычно на черновике). 

Тоже логично. Если я неправильно нашел первообразную функцию, то неправильно 

решу и определенный интеграл. Это лучше выяснить немедленно, дифференцируем ответ: 
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Получена исходная подынтегральная функция, значит, первообразная функция найдена 

верно. 

Третий этап – применение формулы Ньютона-Лейбница: 

 
 

3.10.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные понятия, свойства, теоремы, связанные с определенным интегралом; 

- усвоили алгоритмынахождения определенного интеграла методом непосредственного 

интегрирования, интегрирования методом подстановки, методом «по частям»; 

- выработали навыки нахождения определенных интегралов методом непосредственного 

интегрирования, интегрирования методом подстановки, методом «по частям»; 

 

 

3.11  Практическое занятие №26-28 (6 ч.) 

 

Тема: Геометрическое приложения определенного интеграла. Несобственные интегралы 

 

 

3.11.1 Задание для работы: 

1.Вычисление площади плоской фигуры. 

2. Вычисление длины дуги плоской кривой. 

3. Вычисление объема тела вращения. 

4. Исследование на сходимость несобственного интеграла первого рода. Исследование на 

сходимость несобственного интеграла второго рода 

 

 

3.11.2  Краткое описание проводимого занятия: 

 

1.Вычисление площади плоской фигуры. 

1. Найдите площадь фигуры, ограниченной линиями. 

y=x
2
-4 и y=4-x

2
. 

Решение: 

Обе линии являются параболами. 

Вершина первой параболы находится в точке (0; -4). Ветви направлены вверх. 

Вершина второй параболы находится в точке (0; 4). Ветви направлены вниз. 

 Найдем точки пересечения этих линий. 

.0y,0y,2x,2x,2x

,4x,8x2,x44x
x4y

4xy

21212,1

2222

2

2

 



179 

 

Сделаем чертеж: 

3 2 1 0 1 2 3

5

4

3

2

1

1

2

3

4

5

 

Площадь найдем по формуле 
b

a

12 dx)]x(f)x(f[S  

.).ед.кв(
3

64

3

16
16

3

16
16

2

2

3

x2
х8dx)x28(dx)]4x()x4[(S

32

2

2

2

2

22

 

Ответ: Искомая площадь 64/3 (кв. ед.). 

2. Найдите площадь фигуры, ограниченной линиями. 

y=x
2
-5x-6 и y=x+10. 

Решение: 

Первая линия является параболой, вторая - прямой. Для построения параболы преобразуем 

ее уравнение: у=х
2
-2 2,5 х+2,5

2
-2,5

2
-6; у=(х-2,5)

2
-12,25; у+12,25=(х-2,5)

2
. 

Из последнего уравнения следует, что вершина параболы находится в точке 

(2,5; -12,25), а ось симметрии параллельна оси Оy. Найдем точки пересечения этих линий 

,
2

64366
,0166,1065

10

65
2,1

22

2

xxxxxx
xy

xxy

 
x1=-2, x2=8, y1=8, y2=18. 

Сделаем чертеж: 

 

 

3 2 1 0 1 2 3 4 5 6 7 8 9

15
14
13
12
11
10

9
8
7
6
5
4
3
2
1

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

 

Площадь найдем по формуле 

b

a

12 dx)]x(f)x(f[S  

х 

у 

у=х2-4 

у=4-х2 
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.).ед.кв(
3

2
166

3

520
340

3

8
3212

3

512
128192

2

8

3

x
x16x3dx)x16x6(dx]6x5x10x[S

3
2

8

2

2

8

2

2

 

Ответ: Искомая площадь 166 2/3 (кв. ед.). 

3. Вычислить площадь фигуры, ограниченной кардиоидой ).cos1(3r  

Решение Сделаем чертеж 

0

45

90

135

180

225

270

315

86420

 

Площадь фигуры в полярной системе координат найдем по формуле: 
2

1

.d)(r
2

1
S 2  

Найдем 
2

0

2

0

22 d)coscos21(
2

1
d)cos1(

2

1
S  

2

0

.
2

3

20

2
)

2

2cos
(
4

1
d)2cos1(

4

1

0

2
)sin2(

2

1
 

Ответ: Длина кардиоиды равна 
2

3
 (кв. ед.) 

4. Вычислить площадь фигуры, ограниченной одной аркой циклоиды x=a(t-sint), 

y=a(1-cost); (0 t 2 ) и осью ОХ. 

Решение: 

Сделаем чертеж: 

х 

Площадь фигуры найдем по формуле:

2

1

t

t

.dt)t('x)t(yS  

у 

2 а 
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или 

2

0

22

2

0

dt)tcostcos21(adt)tcos1(a)tcos1(aS  

.a3
0

2
)

4

t2cos
tsin2t

2

3
(adt)

2

t2cos1
tcos21(a 22

2

0

2  

Ответ: S=3  а
2
 (кв. ед.) 

2. Вычисление длины дуги плоской кривой. 

1. Вычислить объем тела, образованного вращением вокруг оси ОХ фигуры, ограниченной 

кривыми .y1x,x13y 2
 и  

осью ).0y,0x(,OY  

Решение: 

Для построения чертежа, выясним, что это за линии. 

.1
3

y

1

x
,9yx9,x99y,x13y

2

2

2

2
22222 Это уравнение эллипса с полуосями 

а=1, b=3. 

.x1y,y1x,y1x 22
 Это уравнение параболы с вершиной в точке (0, 1), ветви 

параболы направлены вниз. Сделаем чертеж: 

 

0 0.5 1

3

2

1

1

2

3

 

Объем тела вращения найдем по формуле 

b

a

2
1

2
2 ,dx)]x(y)x(y[V

 

  

1

0

42

1

0

222 dx)xx78(dx])x1(x99[V  

174,17
15

82
)
5

1

3

7
8(

0

1
)

5

x
x
3

7
x8(

5
3 (куб. ед) 

Ответ: Объем тела вращения равен 174,17
15

82
(куб. ед.) 

2. Вычислить длину дуги полукубической параболы 
3)2(xy  от точки А(2,0) 

до точки В(6,8). 
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Решение. Сделаем чертеж 

0 1 2 3 4 5 6

1

2

3

4

5

6

7

8

 
Длину дуги линии, заданной параметрически, найдем по формуле: 

b

a

dxxfL 2))('(1  

Найдем 

).
9

14
(

4

9

2

7

4

9

4

149
)2(

4

9
1))('(1

;)2(
2

3
)')2(()('

2

2/12/3

xx
x

xxf

xxxf
 

Получим 

 

2/32/3
6

2

2/3

2/1
6

2

)
9

4
()

9

40
(

2

6

2/3

)
9

14
(

2

3
)

9

14
(

2

3

9

14

2

3
x

dxxdxxL

073,9)11010(
27

8
 (лин.ед.) 

Ответ: Длина дуги равна 073,9)11010(
27

8
 (лин. ед.). 

3. Вычислить длину дуги кардиоиды r=2(1-cos ). 

Решение: 

Сделаем чертеж: 

0

45

90

135

180

225

270

315

43210

 
Длина дуги в полярной системе находится по формуле: 

2

1

.d)('r)(rL 22  

Найдем r ( )=2sin ; 
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 r( )
2
+r ( )

2
=4(1-cos )

2
+4sin

2
=4-8cos +4cos

2
+4sin

2
=8(1-cos ) .

2
sin4 2

То-

гда .844

0

2

2

1
2

cos

2d
2

sin2L

2

0

 

Ответ: Длина дуги кардиоиды равна 8 (ед.). 

 

3. Вычисление объема тела вращения. 

4. Вычислить объем тела, образованного вращением вокруг оси ОХ фигуры, ограниченной 

параболами .xy,xy 2
 

Решение: 

Сделаем чертеж: 

0 0.5 1

1

0.5

0.5

1

 
 

 

Объем тела вращения найдем по формуле 

b

a

2
1

2
2 ,dx)]x(y)x(y[V  или  .

10

3
)
5

1

2

1
(

0

1
)

5

x

2

x
(dx]xx[V

52
1

0

4
 

Ответ: Объем тела вращения равен 942,0
10

3
(куб. ед.) 

 

4. Исследование на сходимость несобственного интеграла первого рода. Исследование 

на сходимость несобственного интеграла второго рода 

1. Вычислите несобственные интегралы  

a)

1

3 х

dx
 

Решение: 

Подынтегральная функция непрерывна в промежутке [1; ). По определению 

несобственного интеграла с бесконечным пределом интегрирования 

.1Nlim
2

3

1

N

3
2

х
limdxхlim

х

dx 3
2

N

3
2

N

N

1

3
1

N
1

3
 

Таким образом, несобственный интеграл расходится. 

б)
2

3
2

2x3

dx  

Решение: 
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Подынтегральная функция терпит разрыв в точке х=2/3. По определению 

.))3ln(4(lnlim
3

1

3
2

2
|2x3|lnlim

3

1

2x3

dx
lim

2x3

dx

0

2

3
2

0

2

3
2

0

 

То есть интеграл расходится. 

2. Вычислите несобственные интегралы. 

a)
1

2x)4(3

dx
 

Подынтегральная функция непрерывна в промежутке [1; ). По определению 

несобственного интеграла с бесконечным пределом интегрирования 

 

Решение: 

.
4

1
1

N43

1
lim

4

1

1

N

4

1

x43

1
lim

)x43(

dx
lim

)x43(

dx

NN

N

1

2N
1

2
 

Таким образом, несобственный интеграл сходится и равен 
4

1
. 

b)

0

1
1x

dx
 

Решение: 

Подынтегральная функция терпит разрыв в точке х=-1. По определению 

.)ln1(lnlim

1

0
|1x|lnlim

1x

dx
lim

1x

dx

0

0

1
0

0

1
0

 

То есть интеграл расходится. 

 

3.11.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные формулы для вычисления площади плоской фигуры, длины дуги плоской 

кривой, объема тел вращения и условия их применения; 

- усвоили алгоритмы нахождения площади плоской фигуры, длины дуги плоской кривой, 

объема тел вращения ; 

- выработали навыки исследования на сходимость несобственных интегралов. 

 

 
3.12  Практическое занятие №29-31 (6 ч.) 

 

Тема: Двойной интеграл, его вычисление. Геометрические приложения двойного интеграла 

 

3.12.1 Задание для работы: 

 

1. Переход от двойного интеграла к повторному.  Смена порядка интегрирования. Вычисле-

ние повторных интегралов. 

2. Вычисление площади плоской фигуры. 

3. Вычисление объема тела. 
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3.12.2  Краткое описание проводимого занятия: 

 

1. Переход от двойного интеграла к повторному. Смена порядка интегрирования. 

Пример 1 

Дан двойной интеграл с областью интегрирования  

Перейти к повторным интегралам и расставить пределы интегрирования двумя способами. 

Решение: Изобразим область интегрирования на чертеже:  

 

 

Луч проходит область интегрирова-

ния строго снизу вверх, то есть указку вы ВСЕ-

ГДА держите ниже плоской фигуры. Луч входит 

в область через ось абсцисс, которая задаётся 

уравнением и выходит из области через па-

раболу (красная стрелка). Чтобы пройти 

всю область, вам нужно строго слева напра-

во провести указкой вдоль оси от 0 до 1 (зе-

лёная стрелка). 

Итак, что получилось: 

«игрек» изменяется от 0 до ; 

«икс» изменяется от 0 до 1. 

В задачах вышесказанное записывают в виде неравенств:  

Данные неравенства называют порядком обхода области интегрирования или про-

сто порядком интегрирования 

После того, как мы разобрались с порядком обхода, можно перейти от двойного инте-

грала к повторным интегралам:  

Половина задачи решена. Теперь необходимо перейти к повторным интегралам вторым 

способом. Для этого следует найти обратные функции. Смотрим на функции, которыми за-

дается область . Если совсем просто, то перейти к обратным функци-

ям, это значит – выразить «иксы» через «игреки». Единственной функцией, где есть и «икс» 

и «игрек», является . 

Если , то , причём: 

обратная функция задает правую ветку па-

раболы; 

обратная функция задает левую ветку па-

раболы. 

Нередко возникают сомнения, вот, к примеру, 

функция определяет левую или правую 

ветвь параболы? Сомнения развеять очень просто: 

возьмите какую-нибудь точку параболы, например, (с правой ветви) и подставьте её ко-



186 

 

ординаты в любое уравнение, например,  в то же уравнение :  

Получено верное равенство, значит, функция определяет именно правую ветвь пара-

болы, а не левую. 

Более того, данную проверку (мысленно или на черновике) желательно проводить 

всегда, после того, как вы перешли к обратным функциям.  

Обходим область интегрирования вторым способом: 

Теперь указку держим слева от области интегрирования. Луч проходит область строго 

слева направо. В данном случае он входит в область через ветвь параболы и выходит 

из области через прямую, которая задана уравнением (красная стрелка). Чтобы проска-

нировать лазером всю область, нужно провести указкой вдоль оси строго снизу вверх от 

0 до 1 (зеленая стрелка). 

Таким образом: 

«икс» изменяется от до 1; 

«игрек» изменяется от 0 до 1. 

Порядок обхода области следует записать в виде неравенств:  

И, следовательно, переход к повторным интегралам таков: 

 Ответ можно записать следующим образом: 

 
Окончательный результат вычислений не зависит от того, какой порядок обхода облас-

ти мы выбрали. 

Пример 2 

Построить область интегрирования и изменить порядок интегрирования 

 
Решение: По условию дан первый способ обхода области. Решение опять начинается с 

чертежа. Здесь область не задана аналитически, но построить её не составляет особого 

труда. Сначала «снимаем» функции с пределов интегрирования: , . Функ-

ция , понятно, задаёт прямую, но что задаёт функция ?  Давайте её немно-

го преобразуем: 

– окружность с 

центром в начале координат радиуса 2. Функция 

же задаёт верхнюю полуокружность (не 

забываем, что если есть сомнения, то всегда можно 

подставить точку лежащую на верхней или нижней 

полуокружности). 

Смотрим на пределы внешнего интеграла: «икс» 

изменяется от –2  до 0. 

Выполним чертёж: 
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Для наглядности я указал стрелками первый способ обхода области, который соответствует 

повторным интегралам условия: . 

Теперь нужно изменить порядок обхода области, для этого перейдем к обратным функ-

циям (выразим «иксы» через «игреки»): 

 

Недавно мы преобразовали функцию к уравнению окружности , далее 

выражаем «икс»:  

В результате получаем две обратные функции: 

– определяет правую полуокружность; 

– определяет левую полуокружность. 

 

Изменим порядок обхода области: 

Согласно второму способу обхода, луч входит в об-

ласть слева через левую полуокружность 

и выходит справа через прямую (красная 

стрелка). В то же время указка проводится вдоль оси 

ординат снизу вверх от 0 до 2 (зелёная стрелка). 

Таким образом, порядок обхода области: 

 

Ответ:   
. 

Пример 3 

Изменить порядок интегрирования  

Решение: Выполним чертёж, при этом, график функции фактически представ-

ляет собой кубическую параболу, просто она «лежит на боку»: 

 

Порядок обхода области, который соответствует по-

вторным интегра-

лам , обозна-

чен стрелками. Обратите 

внимание, что в ходе вы-

полнения чертежа прорисо-

валась еще одна ограничен-

ная фигура (левее оси орди-

нат). Поэтому следует быть 

внимательным при опреде-

лении области интегрирова-
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ния – за область можно ошибочно принять не ту фигуру. 

Перейдем к обратным функциям: 

– нужная нам правая ветвь параболы; 

 
Изменим порядок обхода области. Тут наблюдается интересная вещь: 

 

Как поступать в подобных случаях? В таких случаях следует разделить область интег-

рирования на две части и для каждой из частей составить свои повторные интегралы: 

 

1) Если «игрек» изменяется от –1 до 0 (зеленая стрелка), то луч входит в область через куби-

ческую параболу и выходит через прямую (красная стрелка). Поэтому порядок 

обхода области будет следующим:   

И соответствующие повторные интегралы:   

2) Если «игрек» изменяется от 0 до 1 (коричневая стрелка), то луч входит в область че-

рез ветвь параболы и выходит через ту же прямую (малиновая стрелка). Следо-

вательно, порядок обхода области будет следующим:   

И соответствующие повторные интегралы:    

У определенных и кратных интегралов есть весьма удобное свойство аддитивности, то 

есть, их можно сложить, что в данном случае и следует сделать:  

– а вот и наш обход области вторым способом в виде суммы 

двух интегралов. 

Ответ записываем так: 

 
Пример 4 

Изменить порядок интегрирования  

 
Решение: Когда порядок обхода задан вторым 

способом, то перед построением чертежа целесообраз-

но перейти к «обычным» функциям. В данном примере 

присутствуют два слагаемых: и . 

С линейной функцией всё просто:  

График функции представляется собой 

обычную параболу, но у этой параболы есть один бзик – она лежит на боку. Выразим «иг-

рек» через «икс»: 
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Получаем две ветви параболы: и . Какую ветку выбрать? Выполним 

чертёж. Даже если вы не сразу понимаете, как расположены ветви параболы, всегда можно 

прибегнуть к поточечному методу построения: 

Обращаю внимание на тот факт, что на данном чертеже получилось несколько плоских фи-

гур, и очень важно выбрать нужную фигуру! В выборе искомой фигуры как раз помогут пре-

делы интегрирования исходных интегралов: 

, при этом не забывайте, что обратная функция за-

даёт всю параболу. 

Стрелочки, которыми обозначен обход фигуры, в точности соответствуют пределам 

интегрирования интегралов . 

Когда фигура найдена, заключительная часть решения, в общем-то, очень проста, меня-

ем порядок обхода области: 

Обратные функции уже найдены, и требуемый 

порядок обхода области: 

 
Отет: 

 
 

2. Вычисление площади плоской фигуры. 

Начинаем рассматривать собственно процесс вы-

числения двойного интеграла и зна-

комиться с его геометрическим смыслом. 

Двойной интеграл численно равен площади плоской фигуры (области интегрирова-

ния). Это простейший вид двойного интеграла, когда функция двух переменных равна еди-

нице: . Сначала рассмотрим задачу в общем виде. Сейчас вы немало удивитесь, 

насколько всё действительно просто! Вычислим площадь плоской фигуры , ограниченной 

линиями . Для определённости считаем, что на 

отрезке . Площадь данной фигуры численно равна:   
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Изобразим область на чертеже: 

 

Выберем первый способ обхода области: 

 

Таким образом:  

И сразу важный технический при-

ём: повторные интегралы можно считать 

по отдельности. Сначала внутренний инте-

грал, затем – внешний интеграл.  

1) Вычислим внутренний интеграл, при этом 

интегрирование проводится по переменной 

«игрек»: 

 
Неопределённый интеграл тут простейший, и 

далее используется банальная формула Ньютона-Лейбница, с той лишь разницей, 

что пределами интегрирования являются не числа, а функции. Сначала подставили в 

«игрек» (первообразную функцию) верхний предел, затем – нижний предел 

2) Результат, полученный в первом пункте необходимо подставить во внешний интеграл: 

. Более компактная запись всего решения выглядит так: 

 

Полученная формула – это в точности рабочая формула для вычисления 

площади плоской фигуры с помощью «обычного» определённого интеграла 

Пример  

С помощью двойного интеграла, вычислить площадь плоской фигуры , ограниченной ли-

ниями ,  

Решение: Изобразим область на чертеже: 

 

Площадь фигуры вычислим с помощью двойного 

интеграла по формуле: 

 
Выберем следующий порядок  обхода области: 

 

Таким образом:  

Лучше вычислять повторные интегралы по отдельности 
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1) Сначала с помощью формулы Ньютона-Лейбница разбираемся с внутренним интегралом: 

 
2) Результат, полученный на первом шаге, подставляем во внешний интеграл: 

 
Пункт 2 – фактически нахождение площади плоской фигуры с помощью определённого ин-

теграла. 

Ответ:  

Пример  

С помощью двойного интеграла, вычислить площадь плоской фигуры , ограниченной ли-

ниями ,  

Решение. 

Как проще всего сделать чертёж? 

Представим параболу в виде двух функций: 

– верхняя ветвь и – нижняя ветвь. 

Аналогично, представим параболу в виде верхней и ниж-

ней ветвей. 

Получается вот такая причудливая фигура: 

Площадь фигуры вычислим с помощью двой-

ного интеграла по формуле: 

 
Если мы выберем первый способ обхода об-

ласти, то данную область придётся разделить 

на две части. А во-вторых, мы будем 

иметь:  По-

этому из данных в условии, выразим обратные 

функции: 
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Согласно второму способу, обход области будет следующим: 

 

Таким образом:  . 

1) Расправляемся с внутренним интегралом: 

 
Результат подставляем во внешний интеграл: 

2) 

 

Обратите внимание на первый шаг: подынтегральная функция является чётной, а 

отрезок интегрирования симметричен относительно нуля. Поэтому отрезок можно сполови-

нить, а результат – удвоить.  

Ответ:  

 

3. Вычисление объема тела. 

Пример . Вычислить объем тела, ограниченного следующими поверхностя-

ми: . 

Решение. 

Из определения двойного интеграла следует, что если в области , лежащей в плоско-

сти , задана непрерывная функция  больше либо равная нулю, то двойной 

интеграл от функции  по области равен объему тела, ограниченного поверхно-

стью , плоскостью  и цилиндрической поверхностью, образующие кото-

рой параллельны оси , а направляющей служит граница области . 

Таким образом, в условиях нашей задачи необходимо вычислить интеграл: 

,  

где область  ограничена линиями . 

 

Для вычисления двойного интеграла представим его в виде двукратного (повторного). По-

скольку область интегрирования  является правильной, то порядок интегрирования мо-

жет быть взят любой. 
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Ответ: объем тела равен куб.ед. 

 

3.12.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные формулы для вычисления площади плоской фигуры, длины дуги плоской 

кривой, объема тел вращения и условия их применения; 

- усвоили алгоритмы нахождения площади плоской фигуры, длины дуги плоской кривой, 

объема тел вращения ; 

- выработали навыки исследования на сходимость несобственных интегралов. 

 

 

3.13  Практическое занятие №32-33 (4 ч.) 

 

Тема: Вычисление криволинейных интегралов второго рода. Криволинейные интегралы 

первого рода. 

 

3.13.1 Задание для работы: 

1. Вычисление площади поверхности тела. 

2. Криволинейны интеграл второго рода. 

3. Криволинейный интеграл первого рода. 

4. Формула Грина. 

5. Интегрирование полного дифференциала. 

 

 

3.13.2  Краткое описание проводимого занятия: 

 

1. Вычисление площади поверхности тела. 

Пример. Вычислить площадь поверхности конуса , ограниченной плоско-

стями  

.  

2. Криволинейны интеграл второго рода. 

Пример 1 

Вычислить , где – дуга параболы от точки с абсциссой до точки с абс-

циссой . 
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Решение: Поскольку линия интегрирования задана условиями , , то используем принцип 

перехода к определенному интегралу, указанный выше в пункте 1 (формула(1)): 

 

. 

Пример 2 

Вычислить , где – отрезок прямой между точками А(2, –2, 0) и В(1, 1, 1). 

Решение: Найдем уравнение прямой, проходящей через точки А и В: 

 
При этом точке А(2, –2, 0) соответствует значение , а точке В(1, 1, 1) – значение , зна-

чит, на линии . 

Таким образом, имеем случай задания линии интегрирования, рассмотренный выше в пункте 

4 (формула (4)). Тогда 

 

. 

Пример 3. 

Вычислить , если L – контур треугольника с вершинами ,B(3,1), C(1,5), 

пробегаемый против часовой стрелки. Рисунок 1 

Решение. 

Треугольник АВС, по которому идет интегрирование, изображен на рисунке 1. Как видим, 

контур L этого треугольника состоит из трех участков: АВ, ВС и СА. Эти отрезки лежат на 

разных прямых, и, следовательно, задаются разными уравнениями. Поэтому сначала необхо-

димо воспользоваться свойством аддитивности криволинейного интеграла и расписать его в 

виде суммы трех интегралов по соответствующим отрезкам: 

. 

Вычислим каждый из этих интегралов отдельно. При этом обязательно нужно учитывать, что 

движение по контуру – против часовой стрелки: А В С А(кстати, это означает, что кон-

тур ориентирован положительно). 

Отрезок AB имеет уравнениеy=1,x [1,3], следовательно (формула(1)) 

. 

Рассмотрим отрезок ВС. Найдем сначала уравнение прямой, проходящей через точки

и : 
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. 

Таким образом, уравнение отрезка B C имеет вид , а так как обход контура осуществляется 

против часовой стрелки (т.е. движение вдоль этого отрезка происходит от точки B к точке C), 

то переменная  x меняется от 3 до 1. Тогда (снова формула(1)) получим 

 

. 

Отрезок CA определяется уравнением x=1 (т.е. уравнение вида x = (y), используем формулу 

(2)) направление движения вдоль этого отрезка от точки C к точке A, значит, перемен-

ная y меняется от 5 до 1. Поэтому соответствующий интеграл равен 

 

. 

Тогда заданный интеграл равен 

. 

Пример 4. 

Вычислить , если L – первая арка циклоида  

Решение. Очевидно, заданный интеграл есть криволинейный интеграл II рода: 

Рисунок 2 

. 

Циклоида  имеет вид, изображённый на рис.2. Первая арка циклоиды рас-

положена в первой четверти и соответствует изменению параметра t от 0 до 2π. Поскольку 

линия L задана параметрическими уравнениями, то криволинейный интеграл II рода сво-

диться к определённому по формуле (3). Тогда получаем 

 

 

 

. 

 

3. Криволинейный интеграл первого рода. 
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Пример 1. Вычислить криволинейный интеграл , где  

- дуга кривой Между точками, для которых  

Поскольку , И на дуге кривой Функция  

, то по формуле (21.4) находим 

 

Пример 2. Вычислить Где - дуга кривой  

Между точками, для которых  

Применяем формулу (2J.6). В данном случае  

 

Пример .3. Вычислить криволинейный интеграл Где - 

Контур треугольника (рис. 21.2) с вершинами  

В соответствии со свойством 4) криволинейного интегра первого рода име-

ем  

На отрезке Поэтому  

На отрезке На отрезке 

Принимая во внимание свой-

ство  криволинейного интеграла, используя формулы, получаем 

 

Пример 4. Вычислить Где - лепесток лемнискаты 

Расположенный в первом координатном углу. 

Линия Задана уравнением в полярных координатах, поэтому здесь целесообразно 

воспользоваться формулой для полярного задания функции 
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Так как То 

 

Заметив еще, что Т. е. Получим 

 

Пример.5. Вычислить Где - отрезок прямой 

Между точками  

Составим сначала уравнения прямой, проходящей через точки И  

Или  

Таким образом, получаем параметрические уравнения прямой: 

 

Точка Пробегает отрезок , когда Изменяется от До 1, т. е.  

Так как То  

 
Находим 

 
 

4. Формула Грина. 

Пример.  С помощью формулы Грина вычислить интеграл , где контур C 

представляет собой треугольник ABD с вершинами A (a,0), B (a,a), D (0,a). (рисунок 3). 

 

Решение. 

В заданном криволинейном интеграле , так что 

 
Тогда по формуле Грина получаем 

 

Уравнение стороны AD имеет вид . Следовательно, полученный двойной интеграл 

вычисляется следующим образом 
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Рис.3                                                                   Рис.4 
 

 

Пример.  С помощью формулы Грина найти интеграл . Кон-

тур C ограничивает сектор круга радиусом a, лежащий в первом квадранте (рисунок 4). 

 

Решение. 

В соответствии с формулой Грина 

      находим 

       

Следовательно, 

       

Переходя к полярным координатам, вычисляем интеграл 

       

Пример 7 Вычислить интеграл  с использованием формулы Грина. Контур интегри-

рования C представляет собой квадрат с вершинами в точ-

ках A (1,0), B (0,1), D (−1,0), E (0,−1) (рисунок 5). 

 

Решение. В соответствии с формулой Грина запишем 

       

Следовательно, 
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Найдем уравнения сторон квадрата: 

       

Далее удобно ввести новые переменные. Пусть . Уравнения сторон квад-

рата записываются через новые переменные u и v в виде 

       

Как видно, образ S первоначальной области интегрирования R является "более симпатич-

ным" квадратом (рисунок 6). Найдем якобиан для нашей замены переменных. 

       

Соответственно, абсолютное значение определителя обратной матрицы равно 

      . Тогда          и интеграл имеет 

значение 

       

 
                   Рис.5                                                                        Рис.6 

 

5. Интегрирование полного дифференциала. 
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Примеры (восстановление функции двух переменных по ее полному дифференциалу) 

1. Найти U(x,y), если dU = (x
2
 – y

2
)dx – 2xydy. 

Решение 

Проверяем условие полного дифференциала функции двух переменных: 

 — условие полного дифференциала выполне-

но, значит, функцию U(x,y) восстановить можно. 

 

 
  

Проверка:  – верно. 

Ответ: U(x,y) = x
3
/3 – xy

2
 + C. 

  

2. Найти функцию , такую что  

Решение 

Проверяем необходимые и достаточные условия полного дифференциала функции трех 

переменных: , , , если дано выраже-

ние . 

В решаемой задаче 

, ,  

 

все условия полного дифференциала выполнены, следовательно, функцию 

 восстановить можно (задача поставлена корректно). 
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Будем восстанавливать функцию  с помощью криволинейного интеграла II 

рода, вычислив его по некоторой линии, соединяющей фиксированную точку  и 

переменную точку , так как  

(это равенство выводится так же, как и в двумерном случае). 

С другой стороны, криволинейный интеграл II рода от полного дифференциала  не 

зависит от формы линии интегрирования, поэтому его проще всего считать по ломаной, со-

стоящей из отрезков, параллельных осям координат. При этом в качестве фиксированной 

точки  можно взять для просто ты взять точку с конкретными числовыми коор-

динатами, отслеживая лишь только, чтобы в этой точке и на всей линии интегрирования вы-

полнилось условие существования криволинейного интеграла (то есть чтобы функ-

ции ,  и  были непрерывными). С учетом этого замечания в 

данной задаче можно взять фиксированной точкой, например, точку М0 . Тогда на 

каждой из звеньев ломаной  будем иметь 
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Проверка: 

 

Ответ: , где  - это произвольная постоянная. 

 

3.13.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные понятия и теоремы теории криволинейных интегралов; 

- усвоили алгоритмы вычисления криволинейного интеграла первого и второго рода; 

- выработали навыки по применению формулы Грина, восстановлению функции по ее 

полному дифференциалу. 

 

 

3.14  Практическое занятие №34-35 (4 ч.) 

 

Тема: Положительные числовые ряды,  признаки их сходимости. Произвольные ряды. Абсо-

лютно сходящиеся ряды. Знакочередующиеся ряды, их свойства и приложения. 

 

3.14.1 Задание для работы: 

 

1. Числовые ряды, общий член ряда. 

2.Положительные числовые ряды, достаточные признаки сходимости положительных рядов. 

3. Абсолютно сходящиеся ряды. Знакочередующиеся ряды, их свойства. Исследование про-

извольных рядов на сходимость. 

 

 

 

3.14.2  Краткое описание проводимого занятия: 
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1. Числовые ряды, общий член ряда. 

Пример. Найти сумму ряда . 

Решение. Имеем . Так как: ,  то 

. 

Следовательно, 

 

Так как , то ряд сходится и его сумма равна . 

Пример.  Исследовать сходимость ряда (2) . 

Решение. Составим частичные суммы ряда: 

 
Представим их в виде 

 
  

Нетрудно заметить закономерность в образовании частичных сумм: каждая представляет 

разность между единицей и дробью, числитель которой 1, а знаменательn-й частичной сум-

мы равен n + 1, т.е.   Найдём предел последовательности частичных сумм:   

 
Пример 1. Записать первые пять членов ряда, если дана формула его общего члена: 

. 

Решение. Подставляем в формулу вместо n последовательно 1, 2, 3, 4, 5. Получаем: 

 
Пример. Записать формулу общего члена ряда, если даны пять его первых членов: 

 
Решение. Ищем закономерность образования членов ряда. Нетрудно заметить, что знамена-

тель является числом 3 в некоторой степени. Для первого члена ряда степень равна нулю, то 

есть 1 - 1, для второго члена степень равна 1, то есть 2 - 1, для пятого - 4, то есть 5 - 1. Следо-
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вательно, степень числа три равна n - 1. В свою очередь, в числителе число всегда на 2 

меньше 3n. Следовательно, формула общего члена ряда:  

2.Положительные числовые ряды, достаточные признаки сходимости положительных 

рядов. 

1.Исследуйте числовой ряд на сходимость 
1n

n

.
)!n2(

)!1n(5
 

Решение: 

Применим признак Даламбера. 

Пусть 
n

1n

n a

a
limP , тогда если P<1, то ряд сходится; если P>1, то ряд расходится; если P=1, 

то требуется дополнительное исследование. 

Найдем: 

.

)
n

2
2)(

n

1
2(n

)
n

2
1(n5

)2n2)(1n2(

)2n(5

)!1n(5

)!n2(

)!2n2(

)!2n(5

a

a

2
n

1n

n

1n  

10

)
n

2
2)(

n

1
2(n

)
n

2
1(5

limP
n

, Следовательно, ряд сходится. 

2. Исследуйте числовой ряд на сходимость 
1n

n2

.
)!2n(

3n
 

Решение: 

Применим признак Даламбера. 

Пусть 
n

1n

n a

a
limP , тогда если P<1, то ряд сходится; если P>1, то ряд расходится; если P=1, 

то требуется дополнительное исследование. 

Найдем: .

)
n

3
1(n

)
n

1

n

2
1(n3

n)3n(

)1n2n(3

2n

)!2n(

)!3n(

3)1n(

a

a

3

2

2

2

2

n2

1n2

n

1n
 

10

)
n

3
1(n

)
n

1

n

2
1(3

limP
2

n

, Следовательно, ряд сходится. 

3. Исследуйте числовой ряд на сходимость  
1n

2

2

.
n

nsin
 

Решение: 

Применим признак сравнения. Пусть 
2n2

2

n
n

1
b;

n

nsin
a . Очевидно, что  

аn bn . Ряд 
1n

2n

1
 - это обобщенный гармонический ряд 

1n
sn

1
. Так как s=2>1, то ряд 

1n

nb  сходится. По признаку сравнения ряд 

1n

nа  тоже сходится. 
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Ответ: Ряд сходится. 

4. Исследуйте числовой ряд на сходимость 
1n

2

2

.
n

nsin
 

Решение: 

Применим признак сравнения. Пусть 
2n2

2

n
n

1
b;

n

nsin
a . Очевидно, что  

аn bn . Ряд 
1n

2n

1
 - это обобщенный гармонический ряд 

1n
sn

1 . Так как s=2>1, то ряд 

1n

nb  сходится. По признаку сравнения ряд 

1n

nа  тоже сходится. 

Ответ: Ряд сходится. 

5. Исследуйте числовой ряд на сходимость 

1n

n

n
.

1n2

1n5

3

1  

Решение: 

Применим признак Коши. 

     Пусть n
n

n
aliml , тогда если l<1, то ряд сходится; если l>1, то ряд расходится; если 

l=1, то требуется дополнительное исследование. 

Найдем: 

.1
6

5

)
1

6(

)
1

5(

lim

12

15

3

1
lim

12

15

3

1
limlim

n
n

n
n

n

n

n

n

n
n

n

n

nn
n

n
a

n
l

 

Следовательно, ряд сходится 

6. Исследуйте числовой ряд на сходимость 
2n

2
.
nlnn

1
 

Решение: 

Применим интегральный признак. Рассмотрим несобственный интеграл 

.
2ln

1

bln

1

2ln

1
lim

2

b

xln

1
lim

xln

)x(lnd
lim

xlnx

dx

bb

b

2

2b
2

2
 

Так как несобственный интеграл сходится, то сходится и числовой ряд. 

Ответ: ряд сходится. 

7. Исследуйте числовой ряд на сходимость 
1n

n

n
.

n

1n

2

1
 

Решение: 

Применим признак Коши. 

Пусть 
n
n

n
aliml , тогда если l<1, то ряд сходится; если l>1, то ряд расходится; если 

l=1, то требуется дополнительное исследование. 
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Найдем: 

1
2

1

2

11
lim

2

11
limlim

n

n

n

n
n

n

n

n

n
n

n
a

n
l

 Следовательно, ряд сходится. 

Ответ: Ряд сходится. 

 

 3. Абсолютно сходящиеся ряды. Знакочередующиеся ряды, их свойства. Исследование 

произвольных рядов на сходимость. 

 

Ряд    абсолютно сходится, т. к. ряд, составленный из модулей его членов, 

сходится. 

Среди знакопеременных рядов абсолютно сходящиеся ряды занимают особое место: на 

такие ряды переносятся основные свойства конечных сумм (переместительность, сочета-

тельность, распределительность). 

Основные свойства абсолютно сходящихся рядов приводим без доказательства. 

1. Если ряд абсолютно сходится и имеет сумму S, то ряд, полученный из него переста-

новкой членов, также сходится и имеет ту же сумму S, что и исходный ряд (теорема Дирих-

ле). 

2. Абсолютно сходящиеся ряды с суммами S1 и S2 можно почленно складывать (вычи-

тать). В результате получается абсолютно сходящийся ряд, сумма которого равна 

(или соответственно ). 

3. Под произведением двух рядов и понимают ряд ви-

да  

 
Произведение двух абсолютно сходящихся рядов с суммами S1 и S2 есть абсолютно 

сходящийся ряд, сумма которого равна S1∙ S2. 

Таким образом, абсолютно сходящиеся ряды суммируются, вычитаются, перемножа-

ются как обычные ряды. Суммы таких рядов не зависят от порядка записи членов. 

В случае условно сходящихся рядов соответствующие утверждения (свойства), вообще 

говоря, не имеют места. 

Так, переставляя члены условно сходящегося ряда, можно добиться того, что сумма ря-

да изменится. Например, ряд условно сходится по признаку Лейбница. 

Пусть его сумма равна S. Перепишем его члены так, что после одного положительного члена 

будут идти два отрицательных. Получим ряд 

 

  Сумма уменьшилась вдвое. 

Более того, путем перестановки членов условно сходящегося ряда можно получить 

сходящийся ряд с заранее заданной суммой или расходящийся ряд (теорема Римана). 
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Поэтому действия над рядами нельзя производить, не убедившись в их абсолютной 

сходимости. Для установления абсолютной сходимости используют все признаки сходимо-

сти знакоположительных рядов, заменяя всюду общий член ряда его модулем. 

Пример: 

Исследовать ряд на сходимость  

В общий член ряда входит множитель , а значит, нужно использовать признак 

Лейбница 

1) Проверка ряда на знакочередование. Обычно в этом пункте решения ряд расписыва-

ют подробно   и выносят вердикт «Ряд является знакочере-

дующимся». 

2) Убывают ли члены ряда по модулю? Необходимо решить предел , который 

чаще всего является очень простым. 

 – члены ряда не убывают по модулю.  

Вывод: ряд расходится. 

Пример: 

Исследовать ряд на сходимость  

Используем признак Лейбница: 

1)  

Ряд является знакочередующимся. 

2)  – члены ряда убывают по модулю. Каждый следующий член ряда 

по модулю меньше, чем предыдущий:  , таким образом, убывание монотонно. 

Вывод: ряд сходится. 

Если ряд сходится по признаку Лейбница, то также говорят, что ряд сходится условно. 

Если сходится и ряд, составленный из модулей: , то говорят, что ряд сходится 

абсолютно. 

Исследуем наш ряд на абсолютную сходимость. 

 

Составим ряд из модулей   – расходится (гармонический ряд). 

Таким образом, наш ряд не является абсолютно сходящимся. 

Исследуемый ряд   сходится только условно. 

Пример: 

Исследовать ряд на сходимость  

Используем признак Лейбница: 
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1)  

Данный ряд является знакочередующимся. 

2)  – члены ряда убывают по модулю. Каждый следую-

щий член ряда по модулю меньше, чем предыдущий: , 

значит, убывание монотонно. 

Вывод: Ряд сходится. 

Исследуем ряд на абсолютную сходимость: 

 
Анализируя начинку ряда, приходим к выводу, что здесь нужно использовать предель-

ный признак сравнения. Скобки в знаменателе удобнее раскрыть: 

 

Сравним данный ряд со сходящимся рядом . Используем предельный признак 

сравнения. 

 

Получено конечное число, отличное от нуля, значит, ряд  сходится вместе с ря-

дом . 

Исследуемый ряд сходится абсолютно. 

Пример: 

Исследовать ряд на сходимость  

Используем признак Лейбница.  

 

1) Ряд является знакочередующимся. 

 

2)  

  

Члены ряда убывают по модулю. Каждый следующий член ряда по модулю меньше, чем 

предыдущий, значит, убывание монотонно. 

Вывод: ряд сходится. 

 

Исследуем ряд на абсолютную сходимость: 
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Очевидно, что нужно использовать радикальный признак Коши: 

 

Таким образом, ряд  сходится. 

Исследуемый ряд сходится абсолютно. 

Нередко встречаются знакочередующиеся ряды, которые вызывают затруднения. 

Пример: 

Исследовать ряд на сходимость  

Используем признак Лейбница: 

1) Ряд является знакочередующимся. 

2)   

Дело в том, что не существует стандартных обыденных приемов для решения подоб-

ных пределов. Куда стремится такой предел? К нулю, к бесконечности? Здесь важно, ЧТО 

на бесконечности растёт быстрее – числитель или знаменатель. 

Попробуем записать несколько первых членов ряда: 

 

 

 
 Факториал растёт быстрее, чем любая показательная последовательность, иными сло-

вами:  или . То есть, факториал более высокого порядка роста, чем 

любая показательная последовательность. 

– Факториал растёт быстрее, чем любая степенная последовательность или многочлен, 

иными словами:  или . Вместо  можно подставить какой-нибудь 

многочлен тысячной степени, это опять же не изменит ситуацию – рано или поздно фактори-

ал всё равно «перегонит» и такой страшный многочлен. Факториал более высокого порядка 

роста, чем любая степенная последовательность. 

– Факториал растёт быстрее, чем произведение любого количества показательных и 

степенных последовательностей (наш случай). 

– Любая показательная последовательность растёт быстрее, чем любая степенная по-

следовательность, например: , . Показательная последователь-
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ность более высокого порядка роста, чем любая степенная последовательность. Аналогично 

факториалу, показательная последовательность «перетягивает» произведение любого коли-

чества любых степенных последовательностей или многочленов: . 

–Степенно-показательная последовательность («эн» в степени «эн») растёт быстрее 

факториала.  

Таким образом, второй пункт исследования (можно записать так: 

2) , так как  более высокого порядка роста, чем . 

Члены ряда убывают по модулю, начиная с некоторого номера , при этом, каждый сле-

дующий член ряда по модулю меньше, чем предыдущий, таким образом, убывание монотон-

но. 

Вывод: ряд сходится. 

Исследуем ряд на абсолютную сходимость: 

 
Используем признак Даламбера: 

 

 

Таким образом, ряд  сходится. 

Исследуемый ряд сходится абсолютно. 

Разобранный пример можно решить другим способом. 

Теорема: Если ряд сходится абсолютно, то он сходится и условно. 

Наверное, вы уже заметили, что обратное неверно: если ряд сходится условно, то это 

еще не значит, что он сходится абсолютно. 

 

3.14.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные понятия и теоремы теории положительных и произвольных числовых 

рядов; 

- усвоили алгоритмы исследования рядов на сходимость; 

- выработали навыки по применению признаков сходимости положительных рядов4 

- усвоили алгоритм исследования на сходимость произвольного ряда. 

 

3.15  Практическое занятие №36 (2 ч.) 

 

Тема: Степенные ряды, область их сходимости.  

 

3.15.1 Задание для работы: 

 

1. Степенные ряды, область их сходимости. 

2. Разложение элементарных функций в степенные ряды. 

3. Приближенные вычисления интегралов и значений трансцендентных функций. 
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3.15.2  Краткое описание проводимого занятия: 

 

1. Степенные ряды, область их сходимости. 

1. Найти область сходимости степенного ряда 

1n
2

nn

.
1n

x

n

1n
2

 

Решение: Радиус сходимости найдем по формуле  .
|a|

1
R

n
n

 
n

n 2

n

n

1
1

1n
limR . Предел 

знаменателя - это второй замечательный предел, равный е. Найдем предел числителя. Для 

этого рассмотрим функцию 
x

)1xln(
lim,

x

)1xln(
)x(fln,)1x()x(f

2

x

2
x

1

2 (по пра-

вилу Лопиталя)  

0

)
x

1
1(x

2
lim

)
x

1
1(x

x2
lim

1

x2
1x

1

lim

2

x

2

2x

2

x

.  

Следовательно, функция стремится к 1. Таким образом 11nlim 2

n
Следовательно ис-

комый предел равен 1/е. Таким образом радиус сходимости 
e

1
R . Интервал сходимости 

.
e

1
;
e

1
 

Исследуем сходимость степенного ряда в концах интервала сходимости. 

1. х=1/е. Подставим в ряд.

1n 1n
2

n
n

2

nn

1n

1

e

n

1n

1n

e

1

n

1n
2

 

Пусть 

n
n

n
e

n

1n

с
. Покажем, что существует конечный, отличный от нуля предел cn при 

n . Прологарифмируем  n
n

1
1lnneln

n

1n
lnncln 2n2

n . Воспользуемся таб-

личным разложением в ряд Маклорена. 

).1x1...(
4

x

3

x

2

x
x)x1ln(

432

 

Подставим х=1/n Получим 

...
n4

1

n3

1

n2

1

n

1
)
n

1
1ln(

432
Следовательно  
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2

1

n
n

n
n

22n

eclim;
2

1
clnlim

...
n4

1

n3

1

2

1
n...

n4

1

n3

1

2

1
ncln

 

 Известно, что ряд 

1n
sn

1
 сходится при s>1 и расходится при s 1. Поэтому ряд  

1n
2n

1  сходится. Применим предельный признак сравнения. Пусть даны два ряда 

а1+а2+а3 +…+ аn +…   (1) 

b1+b2+b3 +…+ bn +…   (2) 

Тогда если существует конечный и отличный от нуля предел k
b

a
lim

n

n

n
, то оба ряда (1) и 

(2) одновременно сходятся или одновременно расходятся. 

Положим 

тогда,
n

1
b;

1n

c

1n

1

e

n

1n

a
2n2

n

2

n
n

n
 .0e

1n

n
clim

b

a
lim 2

1

2

2

n
nn

n

n
 

Следовательно ряд сходится. 

2. х=-1/е. Подставим в степенной ряд. Получим 

1n
2

n

n
n

1n

)1(

e

n

1n

. Ряд из абсолютных 

величин членов этого ряда совпадает со сходящимся рядом, рассмотренным в пункте 1. Сле-

довательно, он сходится и, причем, абсолютно. 

Ответ: Область сходимости степенного ряда .
e

1
;
e

1
 

2. Найти область сходимости степенного ряда 

1n

n
n

.x
1n

5
 

Решение: 

Радиус сходимости найдем по формуле .
a

a
limR

1n

n

n
 

5

1

1n

2n

5

1
lim

a

a
limR

1n

2n

5

1

5

2n

1n

5

a

a
;
2n

5
a;

1n

5
a

n1n

n

n

1n

n

1n

n
1n

1n

n

n

 

Следовательно искомый предел равен 1/5.Таким образом радиус сходимости 
5

1
R . Интер-

вал сходимости .
5

1
;
5

1
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Исследуем сходимость степенного ряда в концах интервала сходимости. 

1. х=1/5. Подставим в ряд. 

1n

n

1n

n

.
1n

1

5

1
.
1n

5
 Ряд расходится как гармонический. 

2. х=-1/5. Подставим в степенной ряд. Получим 

1n

nn

1n

n

.
1n

)1(

5

1
.
1n

5 Ряд знакочередующийся. Так как абсолютные величины членов 

этого ряда монотонно убывают и стремятся к нулю, то по признаку Лейбница ряд сходится. 

Ответ: Область сходимости степенного ряда ).
5

1
;
5

1
[  

3. Найти область сходимости степенного ряда 

1n
n

n

.
n2

x
 

Решение: 

Радиус сходимости найдем по формуле .
a

a
limR

1n

n

n
 

2)
n

1
1(2lim

a

a
limR

)
n

1
1(2

n2

)1n(2

a

a
;
)1n(2

1
a;

n2

1
a

n1n

n

n

n

1n

1n

n

1n1nnn

 

Следовательно искомый предел равен 2.Таким образом радиус сходимости 2R . Интервал 

сходимости .2;2  

4. Исследуем сходимость степенного ряда в концах интервала сходимости. 

1. х=2. Подставим в ряд. 

1n 1n
n

n

.
n

1

n2

2  Ряд расходится как гармонический. 

2. х=-2. Подставим в степенной ряд. Получим  

1n 1n

n

n

n

.
n

)1(

n2

)2(  

Ряд знакочередующийся. Так как абсолютные величины членов этого ряда монотонно убы-

вают и стремятся к нулю, то по признаку Лейбница ряд сходится. 

Ответ: Область сходимости степенного ряда ).2;2[  

4. Найти область сходимости степенного ряда 

1n
3n2

n

.
n2

x
 

Радиус сходимости найдем по формуле .
a

a
limR

1n

n

n
 

4
n

1n
4lim

a

a
limR

n

1n
4

1

1n2

n2

1

a

a
;
1n2

1
a;

n2

1
a

3

n1n

n

n

3
32n2

3n2
1n

n

32n21n3n2n

 

Следовательно искомый предел равен 4.Таким образом радиус сходимости 4R . Интервал 

сходимости .4;4  

Исследуем сходимость степенного ряда в концах интервала сходимости. 

1. х=4. Подставим в ряд. 
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1n 1n
33n2

n

.
n

1

n2

4  Ряд расходится как обобщенный гармонический при s=1/3<1. 

2. х=-4. Подставим в степенной ряд. Получим 

1n 1n
3

n

3n2

n

.
n

)1(

n2

)4(
Ряд знакочередующийся. Так как абсолютные величины членов это-

го ряда монотонно убывают и стремятся к нулю, то по признаку Лейбница ряд сходится. 

Ответ: Область сходимости степенного ряда ).4;4[  

 

2. Разложение элементарных функций в степенные ряды. 

Пример. Используя известные разложения, разложить в ряд Маклорена функ-

цию . 

Решение 

Необходимо найти разложение функции в ряд Маклорена, т.е. в степенной ряд по сте-

пеням х. Будем использовать разложение при t (–1;1]. 

Полагая t = x
2
 , получим   

Это разложение справедливо, когда , откуда , тогда область сходимо-

сти . 

Таким образом, умножая обе части равенства на х, получим 

при х [–1;1]. 

Пример. Используя известные разложения, разложись функцию в ряд Тей-

лора в окрестности точких0=1. 

Решение. 

Необходимо получить разложение функции в ряд Тейлора в окрестности точких0= 

1, т.е. по степеням (х–1). 

Будем использовать разложение , при t (-1;1). 

Для того, чтобы получить разложение данной функции по степеням (х–1) введем новую 

переменную t=x–1, тогда х = t + 1. Преобразуем данную функцию к новой переменной, пола-

гая х = t + 1: 

 

Полагая в известном разложении вместо t выражение и умножая на число

,получим 

, 

при  (-1;1). 

Полагая в полученном разложении t = x–1, возвратимся к исходной переменной х и по-

лучим разложение данной функции в степенной ряд по степеням (х -1): 
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Это разложение справедливо при условии , откуда . 

Итак, получили разложение  при . 

Пример. Разложить функцию в степенной ряд в точке . 

Решение.  Преобразуем данную функцию, используя свойства логарифмов: 

 

Используя известное разложение  при t (–1;1]. 

найдем разложение функции , полагая t=2x, и функции , по-

лагая t = –х: 

 

разложение справедливо при 2х (–1;1), т.е. при . 

Аналогично,  

 
и разложение справедливо при (–х) (–1;1), т.е. при х (–1;1). 

Степенные ряды можно почленно складывать и умножать на число, значит 

 
причем это разложение справедливо на общей области сходимости, т.е. при . 

Пример. Разложить в ряд Маклорена функцию . 

Решение. Преобразуем функцию 

. 

Используя известное разложение в ряд Маклорена функции у=(1+t)
m
, полагая

и , получим 
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Используемый биномиальный ряд при имеет область сходимости t (-1;1], следова-

тельно, полученное разложение справедливо при , откуда , . 

Итак, при . 

 

3. Приближенные вычисления интегралов и значений трансцендентных функций. 

 

1.  Вычислите определенный интеграл с точностью до 0,001, раскладывая подынтегральную 

функцию в ряд и затем интегрируя почленно. 
5,0

0

.dx
х

xsin
 

Решение: 

Разложим подынтегральное выражение в ряд. Воспользуемся табличным разложением 


)!1n2(

х
)1(

!5

х

!3

х
ххsin

1n2
n

53

Разделим обе части на x. Получим 


)!1n2(

x
)1(

!5

x

!3

x
1

х

xsin n2
n

42

 

Интегрируем это равенство от 0 до 0,5=1/2 

...
19200

1

144

1

2

1

0

2/1

)1n2()!1n2(

x
)1(

5!5

x

3!3

x
хdx

х

xsin 1n2
n

535,0

0



 

Получили знакочередующийся ряд. Если мы ограничимся двумя слагаемыми, то ошибка не 

превзойдет первого отброшенного члена 001,0
19200

1
 

Поэтому с точностью до 0,001 

5,0

0

493,0
144

1

2

1
dx

х

xsin
 

Ответ: с точностью до 0,001 

5,0

0

493,0dx
х

xsin
. 

2. Вычислите определенный интеграл с точностью до 0,001, раскладывая подынтегральную 

функцию в ряд и затем интегрируя почленно. 
5,0

0

.xdxcosх  

Решение: 

Разложим подынтегральное выражение в ряд. Воспользуемся табличным разложением 


)!n2(

x
)1(

!4

x

!2

x
1xcos

n2
n

42
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Умножим обе части этого равенства на х. Получим 


)!n2(

x
)1(

!4

x

!2

x
хxcosх

1n2
n

53

 

Интегрируем это равенство от 0 до 0,5=1/2 





9216

1

128

1

8

1

0

2
1

)2n2()!n2(

x

624

x

42

x

2

x
хсosxdx

2n26425,0

0  

Получили знакочередующийся ряд. Если мы ограничимся двумя слагаемыми, то ошибка не 

превзойдет первого отброшенного члена 001,0
9216

1
. Поэтому с точностью до 0,001 

5,0

0

117,0
128

1

8

1
xсosxdx  

Ответ: с точностью до 0,001 

5,0

0

117,0xсosxdx . 

 

3.15.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные понятия и теоремы теории произвольных числовых рядов, степенных 

рядов; 

- усвоили алгоритмы нахождения области сходимости степенного ряда, разложения в 

степенные ряды элементарных функций; 

- выработали навыки по применению степенных рядов к приближенным вычислениям 

 

 

3.16  Практическое занятие №37 (2 ч.) 

 

Тема: Ряды Фурье. Разложение функций в ряд Фурье 

 

3.16.1 Задание для работы: 

1. Ортонормированные системы.  Коэффициенты, ряд Фурье. 

2.Разложение четных и нечетных функций в ряд Фурье. 

3. Разложение функции в ряд Фурье по «неправильному промежутку 

 

3.16.2  Краткое описание проводимого занятия: 

 

1. Ортонормированные системы.  Коэффициенты, ряд Фурье. 

 Начнем с определения ортогональных функций. Функции   называются ор-

тогональными на , если . 

Термин «ортогональность» требует некоторых пояснений. Функции на отрезке   

образуют (бесконечномерное) векторное пространство (сумма функций и произведение 

функции на число – это снова функция). Рассмотрим для интегрируемых функций величи-

ну   (1) и назовем нормой . Разумеется, это билинейная симмет-

ричная функция: 
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1.                  ; 

2.                  

; 

3.                  . 

4.                  Кроме того, если рассматривать только непрерывные функции, из равенст-

ва   следует, что  на . 

Действительно, если бы существовала точка  такая, что , то, вви-

ду непрерывности  существовало бы   такое, что при  для 

функции   было бы справедливо неравенство . Но то-

гда . 

Поэтому для непрерывных функций   величина (1) представляет собой скалярное 

произведение. 

Если рассмотреть более широкий класс, чем непрерывные функции, то свойство 4 уже 

не имеет места. Например, для отличной от тождественного нуля функции 

 на   выполняется равенство . 

Однако, если   - кусочная непрерывная функция, то можно доказать, что из равен-

ства  следует, что   равна 0 всюду, кроме конечного числа точек, где 

она имеет устранимый разрыв. 

Таким образом, величина (1) по своим свойствам близка к скалярному произведению. 

Система функций   - ортогональная на , если 

 при . Система функций называется ортонормированной на , ес-

ли . 

Если рассмотреть символ Кронекера , определяемый так: , то 

условие ортонормированности можно записать так: . 
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Если ортогональная система функций  не содержит функций с нулевой 

нормой, то система  - ортонормированная. 

Действительно, . 

Обобщенные ряды Фурье. Пусть  - ортогональная на   

система функций. Пусть  представляет собой равномерно сходящийся на 

 ряд . Найдем коэффициенты . Для этого вычислим 

  (ввиду равномерной сходимо-

сти)  (ввиду ортогональности) . Поэто-

му   . 

Однако коэффициент   некоторой функции  можно вычислять по этой формуле 

и без предположения о сходимости ряда . Этот коэффициент называется коэффи-

циентом Фурье относительно системы , а ряд  называется рядом Фурье 

функции . Мы пока не говорим о сходимости этого ряда к , а говорим лишь о том, 

что функции  можно поставить в соответствие ее ряд Фурье, и записываем это 

так: . 

Мы вернемся к этому важнейшему вопросу о сходимости немного позднее. 

Тригонометрические ряды Фурье. Пусть отрезок имеет длину . Для определенно-

сти, пусть это отрезок . Рассмотрим следующую систему функ-

ций:  . 

Предположим теперь, что   определена на  и периодически продолжена на 

всю числовую ось. Сопоставим ей ряд Фурье по тригонометрической систе-

ме: , 

где . 

(Важнейший частный случай: , тогда тригонометрическая система имеет 

вид . Коэффициенты Фурье вычисляются по форму-
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лам  и ряд Фурье, соответствующий , 

есть ). 

 

2.Разложение четных и нечетных функций в ряд Фурье. 

1. Ортонормированные системы.  Коэффициенты, ряд Фурье. 

2.Разложение четных и нечетных функций в ряд Фурье. 

Пример. Разложим в ряд Фурье  на интервале  . Эта функция – нечетная, 

поэтому в разложении все  . Интегрируя по частям, нахо-

дим 

  (здесь использовано то, что  ). 

 

Итак, получаем ряд  , который сходится к 

функции ( и к 0 в точках  ). 

 

Обратим внимание на еще один часто встречающийся тип за-

дач. 

Пример. Разложить функцию  на интервале  по ко-

синусам кратных дуг. В качестве рассмотрим  . Эту задачу не 

следует путать с разложением в ряд Фурье функции  на интервале  . При таком раз-

ложении тригонометрическая система имела бы вид  , и разложе-

ние содержало бы как функции  , так и функции  . Не следует также видеть в 

этой задаче противоречие с разобранным выше примером. Там ведь функция была задана 

на  , и была нечетной на этом интервале. В рассматриваемом случае мы должны сна-

чала доопределить  на интервале  (в нашем случае это будет  ) так, чтобы по-

лучилась Четная функция  . 
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Разложение  содержит только Косинусы. Рассматривая это разложе-

ние Только при  , получаем решение исходной задачи. При  . 

 

 

 

 

 

 

 

 

 

 

 

 

Разложим  на  . Это – четная функция. 

 , 

  .  . Поэтому при 

 получаем искомое разложение  по косинусам кратных дуг.  . 

Пример. 

Дана функция . Требуется: 

1) разложить функцию в ряд Фурье с периодом , где  – произвольное положи-

тельное число; 

2) записать разложение на промежутке , построить функцию  и график 

полной суммы ряда . 

Решение:  в первом пункте предлагается решить задачу в общем виде, и это очень 

удобно! Появится надобность – просто подставьте своё значение. 

1) В данной задаче период разложения , полупериод . В ходе дальнейших дей-

ствий, в частности при интегрировании, «эль» считается константой 

Функция  является чётной, а значит, раскладывается в ряд Фурье только по 

косинусам: . 

Коэффициенты Фурье ищем по формулам . Об-

ратите внимание на их безусловные преимущества. Во-первых, интегрирование проводится 

по положительному отрезку разложения, а значит, мы благополучно избавляемся от моду-
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ля , рассматривая из двух кусков только «икс». И, во-вторых, 

заметно упрощается интегрирование. 

Раз: 

 
Два: 

 
Интегрируем по частям: 

 

 
Таким образом:  

, при 

этом константу , которая не зависит от «эн», выносим за пределы суммы. 

Ответ:  

2) Запишем  разложение  на промежутке , для этого в общую формулу 

подставляем нужное значение полупериода : 

. В данном случае сумма 

ряда непрерывна, и, разумеется, 

чётна. Построение графика 

 вряд ли нуждается в коммента-

риях:  

 

Хотел ещё построить частичную 

сумму  

 

 

 

 

http://www.mathprofi.ru/nepreryvnost_funkcii_i_tochki_razryva.html
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, но её график практиче-

ски совпал с «красной пилой» – настолько хорошо уже такое малое количество слагаемых 

приближает полную сумму. 

Ответ:  

 

Пример. Разложить в ряд Фурье периодическую функцию с периодом , заданную в ин-

тервале уравнением . 

Решение. Графиком этой функции в интервале является отрезок, соединяющий точ-

ки и . Сумма ряда Фурье функции является периодической функцией с пе-

риодом и совпадает с функцией на сегменте . 

Определяем коэффициенты ряда Фурье. Сначала находим 

. 

Второй интеграл равен нулю как интеграл от нечетной функции, взятый по интервалу, 

симметричному относительно начала координат. Таким образом, . 

Далее, находим коэффициенты . Имеем 

 

. 

Нетрудно видеть, что оба интеграла равны нулю (подынтегральная функция второго 

интеграла является нечетной как произведение четной функции на нечетную). Итак, , 

т.е. . 

Найдем теперь коэффициенты :   

 

. 

Первый интеграл равен нулю. Подынтегральная функция второго интеграла – четная 

как произведение двух нечетных функций. Таким образом,  

. 

Интегрируя по частям, получим , , , , т.е. 
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Следовательно, разложение функции в ряд Фурье имеет вид 

 
Это равенство имеет место во всех точках, кроме точек разрыва. В каждой точке разры-

ва сумма ряда равна среднему арифметическому ее пределов справа и слева, т. е. нулю. 

Пример. Периодическая функция ƒ(x) с периодом 2π определена следующим образом: 

ƒ(x) = -1 при –π < x < 0, 

ƒ(x) = 1 при 0 ≤ x ≤ π. 

Эта функция кусочно монотонна и ограничена на отрезке [-π, π]. Вычислим ее коэффи-

циенты Фурье: 

, 

 

 
Следовательно, для рассматриваемой функции ряд Фурье имеет вид: 

. 

Пример 3.Периодическая функция ƒ(x) с пе-

риодом 2π определяется следующим образом: ƒ(x) = 

х , -π < x ≤ π. 

Эта функция – кусочно монотонная и ограни-

ченная. Следовательно, её можно разложить в ряд 

Фурье. 

По формуле (4) находим: 

 
Применяя формулам (17), (18) и интегрируя по частям, получим: 

 

. 

Таким образом, получаем ряд: 
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. 

Это равенство имеет место во всех точках, кроме точек разрыва. В каждой точке разры-

ва сумма ряда равна среднему арифметическому ее пределов справа и слева, т. е. нулю. 

Это равенство справедливо во всех точках, кроме точек разрыва. 

 

3. Разложение функции в ряд Фурье по «неправильному промежутку 

Пример. 

Пусть требуется разложить в ряд Фурье функцию ƒ(x) с периодом 2π, которая на отрез-

ке 0 < x ≤ 2π задана равенством ƒ(x)= х. 

Эта функция на отрезке [-π, π] задается двумя формулами: 

ƒ(x) = х + 2π на отрезке [-π, 0] 

ƒ(x) = х на отрезке [0, π]. 

В то же время на отрезке [0, 2π] гораздо проще она задается одной формулой ƒ(x) = х. 

Поэтому для разложения этой функции в ряд Фурье выгоднее воспользоваться формулами 

(20), приравняв λ=0. 

 
Следовательно, 

 
Пример 

Разложить функцию  в ряд Фурье и построить график суммы. 

 

Решение: с разрывом 1-го рода в точке . В данной задаче период разложе-

ния , полупериод . Функция определена только на полуинтервале , но это не 

меняет дела – важно, что оба куска функции интегрируемы. 

Разложим функцию в ряд Фурье: 

 
Поскольку функция разрывна в начале координат, то каждый коэффициент Фурье оче-

видным образом следует записать в виде суммы двух интегралов: 

1) Первый интеграл распишу максимально подробно: 

 

2) Тщательным образом вглядываемся в поверхность Луны: 

 

http://www.mathprofi.ru/nepreryvnost_funkcii_i_tochki_razryva.html
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Второй интеграл берём по частям: 

 

 

На что следует обратить пристальное внимание, после того, как мы звёздочкой 

 открываем продолжение решения? 

Во-первых, не теряем первый интеграл , где сразу же выполня-

ем подведение под знак дифференциала. Во-вторых, не забываем злополучную констан-

ту  перед большими скобками и не путаемся в знаках при использовании форму-

лы . Большие скобки, всё-таки удобнее раскрывать сразу же на следующем 

шаге. 

Остальное дело техники, затруднения может вызвать только недостаточный опыт ре-

шения интегралов. 

Да, не зря именитые коллеги французского математика Фурье возмущались – как это 

тот посмел раскладывать функции в тригонометрические ряды?! =) К слову, наверное, всем 

интересен практический смысл  рассматриваемого задания. Сам Фурье работал над матема-

тической моделью теплопроводности, а впоследствии ряд, названный его именем стал при-

меняться для исследования многих периодических процессов, коих в окружающем мире ви-

димо-невидимо. Сейчас, кстати, поймал себя на мысли, что не случайно сравнил график вто-

рого примера с периодическим ритмом сердца. Желающие могут ознакомиться с практиче-

ским применением преобразования Фурье в сторонних источниках. …Хотя лучше не надо – 

будет вспоминаться, как Первая Любовь =) 

3) Учитывая неоднократно упоминавшиеся слабые звенья, разбираемся с третьим ко-

эффициентом: 

 

http://www.mathprofi.ru/integrirovanie_po_chastyam.html
http://www.mathprofi.ru/metod_zameny_peremennoi.html
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Интегрируем по частям: 

 

 

Подставим найдённые коэффициенты Фурье  в 

формулу , не забывая поделить нулевой коэффициент 

пополам: 

 
Построим график суммы ряда. Кратко повторим порядок действий: на интерва-

ле  строим прямую , а на интервале  – прямую . При нуле-

вом значении «икс» ставим точку посередине «скачка» разрыва  и «тиражируем» 

график на соседние периоды: 

 

На «стыках» периодов  сумма  также будет равна серединам 

«скачка» разрыва . 

Готово. Напоминаю, что сама функция по условию определена только на полуинтерва-

ле  и, очевидно, совпадает с суммой ряда на интервалах  

Ответ:  

 

3.16.3 Результаты и выводы: В результате проведенного занятия студенты: 

- освоили основные понятия и теоремы теории тригонометрических рядов; 

- усвоили алгоритмы разложения функций в ряд Фурье по симметричному промежутку; 

- выработали навыки по разложению функций в ряд Фурье по произвольному промежутку. 


